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Summary

Research on climate change dates back over 120 years. Early pioneers such as Svante
Arrhenius and Charles Keeling linked rising CO, levels to warming temperatures, while
later reports solidified the role of human activity in climate change. Since then, climate
science has highlighted the catastrophic effects of climate change, including biodiversity
loss and extreme weather events, which could result in irreversible damage. Further-
more, the economic impact of climate change caused by health crises and the loss of

productivity is immense, with externalities hardly ever reflected in market prices.

The critical challenge of mitigating climate change requires an urgent and compre-
hensive transition of the global energy landscape. This thesis examines how open-source
and co-creative energy system models can guide sustainable energy transitions by fo-
cusing particularly on renewable energy deployment and decarbonisation strategies. It
provides insights into various sectors, including electricity generation, transportation
and shipping, and highlights how emissions modelling and scenario analysis can inform

policy and investment decisions.

The central aim of this thesis is to advance energy system modelling by emphasising
transparency and accessibility through open-source frameworks. The thesis seeks to
answer the core research question How can co-creative approaches, technological inno-
vations and policy frameworks be integrated to develop cost-effective, sustainable and
widely accepted solutions for a 100 % renewable energy system, while ensuring sectoral

compliance with global climate targets?

The thesis employs systematic modelling approaches, first and foremost Energy
System Analysis (ESA), a multidisciplinary approach that uses quantitative models to
simulate energy systems at different scales and temporal resolutions. ESA allows for
detailed exploration of greenhouse gas reduction pathways by modelling sector-specific
energy use and evaluating the potential impacts of different decarbonisation strate-
gies. In the context of this dissertation, two key methodological approaches within
ESA are (1) co-creative scenario modelling and analysis, exploring the impact of di-
verse energy mix configurations within energy system modelling applying the Open

Energy Modelling Framework (oemof) and (2) a customised emission model for mar-
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itime shipping, developing a high-resolution inventory for air pollutant emissions in
the North and Baltic Seas based on ship movement data and relevant emission factors.
The open-source nature of both methodological approaches ensures reproducibility,
enabling researchers and stakeholders to validate results and adapt findings for policy
development and planning. At the same time, it facilitates the assessment of technical,

economic, environmental, and social feasibility of various energy transition scenarios.

Key findings presented in this thesis are:

« Renewable Energy and Decarbonisation Potential The results of the ap-
plied ESA demonstrate that renewable energy, particularly wind and solar in
combination with storage, can feasibly replace fossil fuels in electricity genera-
tion. In the context of maritime emissions, substituting conventional fuels with
renewable alternatives such as E-methanol could reduce CO, emissions by up to
90 % by 2040. However, the scalability of these solutions depends on substantial
investment in infrastructure and renewable capacity.

o Importance of Scenario Modelling Scenario modelling highlights the advan-
tages of transparent, open-source approaches, as these allow real-time adjust-
ments based on emerging data and stakeholder input. Co-creative scenario mod-
elling can foster greater public engagement and ensure that modelled outcomes
align more closely with community and industry needs. Scenario modelling sup-
ports the goal of a just and inclusive energy transition, as it provides multiple
stakeholders with a platform to shape the scenarios and understand the trade
offs involved.

e Economic and Policy Implications The research underscores the importance
of establishing appropriate carbon pricing mechanisms and regulatory frame-
works. For instance, the integration of maritime emissions into the EU Emis-
sions Trading System (EU ETS) incentivise the adoption of low-carbon fuels by
internalising the external costs of COy emissions.

e Open Science and Data Transparency The thesis advocates for open data
practices to increase scientific rigor, transparency and public trust. Open source
models such as oemof and open source emission inventories for air pollutants
provide a flexible foundation for continuous improvement and democratise ac-
cess to essential tools for energy planning, particularly in regions with limited
resources. By making both the models and data publicly accessible, the research
supports equitable participation in the development of climate change mitigation

solutions.

This thesis investigates the complex challenges and opportunities in advancing sus-
tainable energy transitions through an integrated lens that spans technological, eco-
nomic and social dimensions, as depicted in Figure 1. The research demonstrates that

transitioning to renewable energy systems is not only feasible but also capable of de-
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Figure 1: Unboxing the Energy Puzzle Connecting sustainability pillars and
modelling pathways for sustainable energy transition.

livering significant environmental, economic and social justice benefits. However, the
work acknowledges key limitations and areas for further investigation. Efficiency mea-
sures, such as demand-side management, and sufficiency, which aligns consumption
with actual needs, were not comprehensively addressed, despite their critical impor-
tance in minimising energy demand and ensuring cost-effective transitions. Addition-
ally, the external costs of energy systems and the complexities of long-term planning
for fully renewable energy systems remain inadequately explored. The energy system
models employed in this thesis highlight the need for improved approaches, as simpli-
fied assumptions, such as perfect foresight, often omit critical factors such as regional
weather patterns, grid constraints, and integration costs. Similarly, in maritime energy
transitions, infrastructure limitations and uncertainties in emissions modelling under-
score the need for enhanced methods and systems to support alternative fuels. So-
cial sustainability, a vital component of energy transitions, remains under-represented
in techno-economic analyses. Achieving transformative energy solutions requires a
broader integration of social considerations alongside technological and economic ad-
vancements. Despite these challenges, the findings of this thesis highlight the critical
role of sustainable energy systems as a foundation for climate change mitigation. Ad-
dressing the identified limitations and advancing interdisciplinary solutions is essential

to realising the ambitious targets of global energy transitions.
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With regard to the research question, Part I emphasises the necessity of a sustain-
able energy transition in the context of climate change. Achieving a 100 % renewable
energy system that is both cost-effective and socially accepted requires a comprehen-
sive, multi-faceted approach. Part II presents the individual publications, each address-
ing and answering distinct aspects of the overarching research question. Co-creative
scenario modelling, as discussed in Chapter 3, enhances stakeholder engagement and
acceptance by integrating diverse perspectives. The cost-optimal mix of energy sources,
highlighted in Chapters 4 and 5, combines technologies such as solar, wind, and biomass
(bagasse) with pumped hydro storage (PHS) and battery storage, to meet future elec-
tricity demands. The application of open-source emission inventories in the shipping
sector (Chapter 6), ensure critical data transparency for meeting climate targets such
as the Paris Agreement’s 1.5°C goal (Chapter 7). Additionally, the sustainable produc-
tion of future energy carriers, such as green hydrogen, must consider environmental,
social, and economic factors across the entire value chain, underlining the need for
integrated policy frameworks that promote long-term sustainability and innovation, as
explored in Chapter 8. By integrating technological, economic and social dimensions,
the collective research effort presented in this thesis emphasises the need for a holistic

approach that goes beyond isolated interventions, as articulated in Part III.

This thesis makes a significant contribution to the field of sustainable energy tran-
sitions by demonstrating how open-source and co-creative modelling approaches can
effectively support policy development and drive progress toward a low-carbon future.
Through detailed analysis of sector-specific pathways, the research not only illustrates
the viability of renewable energy solutions but also underscores the importance of
transparency, accessibility and active stakeholder engagement in achieving global cli-
mate objectives. These elements collectively reinforce the thesis’s potential to guide

practical and impactful energy transition strategies.



Acknowledgements

Have no fear of perfection - you’ll never reach it.
— Salvador Dali, 1904-1989

Science has always fascinated me. The pursuit as well as the application of knowl-
edge to understand the natural and social world guided by a systematic, evidence-based,
methodology has given me a sense of calmness in a fast-changing and increasingly com-
plex world. My time at university gave me the unique opportunity not only to look
into different aspects of energy systems and their effects on society, it also gave me
the time and space to explore the different dimensions of scientific work. For me, one
of the most fascinating aspects is the area of science communication. The supply of
information and evidence-based data in a world with fake-news, confusing statistics, in-
creased complexity and an uncountable number of interconnections is becoming more
and more important. Effective scientific communication informs non-experts about
scientific findings and raises public awareness and interest in science. In this context,
when addressing social problems — particularly those at the heart of energy transitions

— acceptance and participatory approaches are essential for achieving real change.

This thesis represents a journey exploring various avenues of energy transitions; a
bouquet tied together at its roots by a common thread of thoughts and values. 1 owe
much of this journey’s success to the support and inspiration provided by numerous
individuals who deserve recognition. Their contributions have shaped this work, and
I am grateful for the collaborative effort that has brought it to fruition. First and
foremost, I would like to express my sincere gratitude to my doctoral supervisor Prof.
Dr. Olav Hohmeyer for continuously believing in me and getting me to write my thesis
in the first place. His passion for the environment, and especially the topic of external
costs, sparked my research interest. I also wish to thank Prof. Dr. Pao-Yu Oei for his
inspiring perspective on research, publications and energy transitions. A special recog-
nition has to be given to Dr. Simon Hilpert, with whom I had the pleasure to work
with on a number of publications and who’s challenging and inspiring thoughts helped
develop my analytic, systematic and connective thinking. His passion for research,
science and a wide range of topics has always been infectious. Another special recog-

nition has to be given to Dr. Marina Blohm, whose sympathy and pragmatism helped



vi

immensely in designing research approaches and sometimes simply getting through the
day. I also wish to mention my friends, who with all their brilliance not only created
a stunning research group at the Centre for Sustainable Energy Systems but also, un-
knowingly, inspired me to work as a scientific researcher myself - thank you Simon,
Marion, Clemens, Ulf, Krischan and Frauke. I would like to thank my friends and
my family for their steadfast support and belief in me throughout this process. Your
support and encouragement, even during my moments of doubt, have been invaluable.
First and foremost, I would like to thank Jonathan Mole for his utterly skilful and ruth-

less English academic writing support in a number of publications as well as this thesis.

Thanks to the Gesellschaft fiir Energie & Klimaschutz Schleswig-Holstein (EKSH)
for awarding me a doctoral scholarship in 2021 to support the completion of research
on climate-neutral shipping. Gratitude is also extended to the Research Committee of

the Europa-Universitat Flensburg for funding several open-access publications as part
of this thesis.



Contents

Summary i

Acknowledgments \%

List of Tables and Figures X
Part I - Introduction and Foundations

1 Introduction 2

1.1 Context & Rationale . . . . . . ... ... ... ... ... 2

1.2 Research Questions . . . . . . . . .. ... 6

1.3 Structure of Thesis . . . . . . . . .. . 8

2 Theoretical Foundations 12

2.1 Transformation or Transition? . . . . . . . . . ... ... ... ... .. 12

2.2 Sustainability . . . ... 13

2.3 Energy Systems . . . . . . ..o 17

2.3.1 Energy System Transition . . . . .. ... ... ... ... ... 19

2.3.2  Energy System Analysis . . . . . ... .. ... ... 19

2.3.3 Energy System Modelling . . . ... ... ... ... ...... 21

2.3.4 Climate Change Policies . . . . . . . . . ... ... ... .... 22

2.4 Maritime Energy Systems . . . . . .. ... Lo 23

2.4.1 Infrastructure and Technology . . . . . . . ... ... ... ... 23

2.4.2 Emissions from Ships . . . . . .. ... 25

2.4.3 Maritime Legislation, Regulation, Policies and Schemes . . . . . 28

2.5 Open Science . . . . . . .. 29

2.5.1 Open Energy System Modelling . . . . ... ... ........ 30

2.6 Scope of Publications . . . . . . .. ... ... 32

vii



viii

Part II - Publications

3 Water-Energy Nexus: Addressing Stakeholder Preferences in Jor-

dan 34
3.1 Introduction & Background . . . .. ... .. ... oL 35
3.2 Methodology . . . . . . . .. 41
3.3 Criteria . . . . . . . . 43
34 Results . . . . . . . 45
3.5 Conclusion . . . . . . . . . 48

4 Analysis of cost-optimal renewable energy expansion for the near-

term Jordanian electricity system 51
4.1 Introduction and Background . . . . .. .. .. ... 0. 52
4.2 Methodology . . . . . . . . 54
4.3 Results. . . . . . e 59
4.4 Discussion . . . ... e 64
4.5 Conclusions & Appendix . . . . . . . . ... 65

5 Open source modelling of scenarios for a 100% renewable energy

system in Barbados incorporating shore-to-ship power and electric ve-

hicles 72
5.1 Imtroduction & Background . . . . . . .. ... ... ... L. 73
5.2 Model . . . . . . 75
53 Results. . . . . . 7
5.4 Discussion & Conclusion . . . . . . .. ... ... L. 79

6 Emission Inventory for Maritime Shipping Emissions in the North

and Baltic Sea 84
6.1 Introduction & Summary . . . . . . . ... 85
6.2 Methods . . . . . . . .. 87
6.3 Data Description . . . . . . . . ... 91
6.4 Validation . . . . . . . ... 93
6.5 Data Availability . . . . .. ... ... 95

7 Modelling CO, Emissions and Mitigation Potential of Northern Eu-

ropean Shipping 99
7.1 Imntroduction . . . . . . . . . .. 100
7.2 Carbon budgeting & Emission trading . . . . . .. .. ... ... ... 101
7.3 Materials & Methods . . . . . . . . .. ... . ... ... ... 103
7.4 Results. . . . . . . 105
7.5 Carbon pricing . . . . . . ... 108



ix

7.6 Discussion & Conclusions . . . . . . . . . . 109

8 Green Hydrogen Production: Integrating Environmental and Social

Criteria to ensure Sustainability 115
8.1 Introduction . . . . . . . . .. ... 116
8.2 Methods . . . . . . . .. 118
83 Results. . . . . . . . 119
8.4 Discussion . . . . . . . ... 123
8.5 Conclusion . . . . . . . . .. 124

Part III - Connecting the Dots

9 Synthesis 128
9.1 What makes an Energy System sustainable? . . . . . . ... ... ... 128
9.2 Key Findings of the Dissertation. . . . . . . .. .. .. ... ... ... 141
9.3 Limitations & Further Research . . . . . . . ... ... ... ... ... 145
9.4 Concluding Reflections . . . . . . . . ... ... ... ... ..., 149

References 151



List of Tables and Figures

Tables

1.1 Overview of peer-reviewed publications and personal contribution. . . . 9
1.2 Overview of research questions, focus, methodologies and scientific con-

tributions. . . . . ... 11

Figures

1 Unboxing the energy puzzle . . . . . . . ... ... ... .. .. ... iii
1.1 Empirical evidence of the impacts of global warming . . . . . .. . ..
1.2 Conceptual sketch framing the initial research perspectives of this thesis 6
2.1 The three pillars of sustainability . . . . .. .. ... ... ....... 14
2.2 The electricity value chain: From generation to consumption . . . . . . 17
2.3  Multidimensional construct of the energy system . . . . . . . . .. ... 20
2.4 Modelling approach for emissions from ships . . . . . ... .. ... .. 27
2.5 Open modelling process . . . . . . . . . . ... 30
9.1 Scenario results from an energy system analysis for the Jordanian energy

system . . ... 129
9.2 Scenario results from an energy system analysis for the Barbadian energy

system . . ..o e e e 131
9.3 Heatmap for E-methanol application for the shipping sector on the North

and Baltic Seas . . . . . .. .. 134
9.4 CO, mitigation potential for the application of E-methanol for the ship-

ping sector on the North and Baltic Seas . . . . . . .. ... ... ... 134
9.5 The evolution of the planetary boundaries framework . . . . . . .. .. 137
9.6 Solving the energy puzzle . . . . . . . . . ... 0L 144



Part I - Introduction

and Foundations



Introduction

The world has enough for everyone’s need, but not enough for everyone’s
greed.
— attributed to Mahatma Ghandi, 1896-18/8

1.1 Context & Rationale

For over 120 years, research and science has helped us to understand the cause and
effects of climate change. Beginning in 1896, Swedish chemist Svante Arrhenius recog-
nised that the burning of coal could increase carbon dioxide (CO3) levels and warm the
climate (Arrhenius 1896). In the 1940s, the British coal engineer Guy Calledar discov-
ered that the planet had warmed by 0.3 °C over the previous 50 years due to rising CO,
levels (Callendar 1949). In 1958, Dr. Charles Keeling discovered that rising CO, levels
are attributed to the use of fossil fuels, resulting in the Keeling Curve, which shows
the continuous rise in atmospheric COq concentrations since then (Monroe 2024). In
1967, the first computer model predicted the increase of global average temperatures
by 2°C, assuming a doubling in COs concentrations (Manabe and Wetherald 1967).
Only a year later, in 1968, scientists predicted the melting of the ice caps due to rising
global temperatures (Mercer 1968). After the publication of the The Limits to Growth
by the Club of Rome (Meadows et al. 1972), James Hansen, a NASA climate scientist,
testified that the climate was warming, that greenhouse gases (GHGs) were the cause,
and that human activity was responsible for the rising levels of GHGs (Shabecoff and
Hansen 1988).

The establishment of the Intergovernmental Panel on Climate Change (IPCC) in
1988 marked a new era of climate change research driving policy action. The first cli-
mate assessment report (IPCC 1990), confirmed that "emissions resulting from human

activities are substantially increasing the atmospheric concentrations of the greenhouse

2
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gases" (p.117). The findings of the second assessment report (IPCC 1995) strength-
ened the evidence for human-induced climate change. The fourth assessment report
(IPCC 2007) noted that human-caused GHGs had increased by 70 % between 1970 and
2004 and that "anthropogenic warming could lead to some impacts that are abrupt or
irreversible, depending upon the rate and magnitude of the climate change" (p. 53).
The most recent assessment report further highlights the impacts of human-induced
climate change (IPCC 2021). Historically, the largest driver of climate change is the
consumption of fossil fuels, accounting for over 75 % of global GHG emissions and al-
most 90 % of all COy emissions (UN 2024). The primary contributors to anthropogenic

climate change are emissions from electricity and heat production (IPCC 2021, p.12).

The consequences of climate change are severe and wide-ranging, affecting ecosys-
tems, weather patterns and human livelihoods. Rising temperatures contribute to more
frequent and intense heatwaves, droughts and storms, while sea levels continue to rise,
threatening coastal communities. Biodiversity loss is accelerating, with species strug-
gling to adapt to shifting climates and habitats. These impacts disproportionately
affect vulnerable populations, particularly in low-income and developing regions, exac-
erbating existing inequalities and global instability (see Chapter 8, Poverty, Livelihoods
and Sustainable Development (IPCC 2021)). While some impacts of anthropogenic cli-
mate change are already visible, others may take some time to fully manifest themselves
and could become irreversible if the rate and extent of climate change are not limited
before critical thresholds are exceeded (IPCC 2001). Exceeding these thresholds, or
tipping points, poses significant risks (IPCC 2021; Lenton et al. 2023). Several im-
portant Earth systems, such as the Greenland and West Antarctic ice sheets, coral
reefs and permafrost, are at risk if these thresholds are crossed, potentially initiating
a domino effect of accelerated damage (Levermann 2023; Lenton et al. 2023). The
likelihood of triggering critical tipping points increases with a 3°C global temperature
rise, with dire consequences such as continuous sea-level rise and ecosystem collapse
(Schleussner et al. 2016).

Transgressing tipping points in climate systems also exacerbates global economic
risks, with external costs arising from phenomena such as thawing permafrost and the
dissociation of ocean methane hydrates. These externalities, captured by the social
cost of carbon® (SCC), reflect the economic damages caused by each additional ton of
COs emissions, including health impacts, property damage and agricultural losses (Di-
etz et al. 2021). Dietz et al. (2021) suggest that crossing climate tipping points could
increase the SCC by at least 25% in conservative estimates and that there is a 10 %
probability that transgressing these tipping points could more than double the SCC,

significantly amplifying global economic risks. A spatial assessment reveals widespread

!The term social cost of carbon represents the estimated present value of the economic damage of
carbon dioxide emissions or GHG equivalent emissions (Nordhaus 2017).
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economic losses, with nearly all regions impacted (Dietz et al. 2021). Further economic
research underscores the profound long-term impacts of climate change. A study by
Willner et al. (2021) highlighted that expected temperature changes over the next 80
years could reduce economic growth in ways comparable to the effects of the past three
decades, resulting in a 20 % income decline compared to a scenario where the economy
is unaffected by climate change. This decline is driven by 40 % lower growth and a 50 %
reduction in investment incentives, primarily due to concerns over diminished returns
rather than explicit climate action. Additionally, a conservative estimate suggests that
the global economy may face a 19 % reduction in income over the next 26 years, re-
gardless of emissions pathways (Kotz et al. 2024). Within this short-term timeframe,
these damages already surpass the costs of limiting global warming to 2°C by a factor

of six and vary significantly afterwards based on emission decisions (Kotz et al. 2024).

Fossil fuel consumption imposes significant externalities not only through the cli-
mate impacts of GHG emissions, but also through the effects of air pollution. For
example, emissions of nitrogen oxides (NOy), sulphur dioxide (SO;) and particulate
matter (PM) from fossil fuel consumption contribute to approximately 5 to 6 mil-
lion deaths annually worldwide (IEA 2016; Lelieveld et al. 2020). These externalities,
whether climate impacts, health crises or economic burdens, are typically borne by
society and are hardly ever reflected in market prices, leading to inefficient outcomes
and substantial hidden economic impacts. The cumulative hidden costs of energy are
staggering; Sovacool et al. (2021b, p. 16) estimates the global hidden costs of energy
and mobility to be US$ 24.662 trillion, or 28.7 % of global GDP.

Given the knowledge about climate change and its consequences, as summarised in
Figure 1.1, scientists and policy makers have aimed to develop policy and regulatory
frameworks to combat climate change. The first major international policy discussion
took place in 1979, primarily among scientists, at the first World Climate Conference.
This led to the establishment of the World Climate Programme. The Earth Summit in
Rio de Janeiro in 1992 saw discussions at governmental level and resulted in the signing
of the United Nations Framework Convention on Climate Change (UNFCCC). The first
international treaty to reduce global warming came into force in 1994 followed by the
Kyoto Protocol in 1995 and the Paris Agreement in 2015. The aim of these treaties
was and is to limit global warming to 2°C, but preferably 1.5°C above pre-industrial
levels?. The EU Green Deal in 2019 and the Glasgow Climate Pact in 2021 stress the
urgency to protect the climate. Before the Kyoto Protocol came into force, the EU’s

Emission Trading System was launched as the first and largest emission trading scheme

2Since 1850, the Earth’s temperature has risen by an average of 0.06°C per decade, totalling
approximately 1.1°C in 2023. However, since 1982, the rate has increased to 0.20°C per decade.
2023 was the warmest year on record, 1.18 °C above the 20th-century average and 1.35°C above the
pre-industrial average (NOAA 2024).
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and a pillar of EU climate policy (European Parliament 2024). The Conference of the
Parties (COP) meeting in Baku in 2024 further highlighted the critical role of climate
finance in enabling developing countries to transition to a low-carbon future (United

Nations Framework Convention on Climate Change (UNFCCC) 2025).

Figure 1.1: Empirical evidence of the impacts of global warming.

(1) COq levels unmatched for at least 2 million years, (2) Glacial retreat
unmatched for over 2,000 years, (3) Last decade warmer than any period
in at least 125,000 years, (4) Sea level rise faster than in any century over
the past 3,000 years, (5) Arctic summer sea ice coverage smallest in the
last 1,000 years, (6) Ocean warming faster than at any time since the
last ice age and (7) Ocean acidification at highest levels in at least 26,000
years. Data according to IPCC (2021). Illustration inspired by Boehm
and Schumer (2023).
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1.2 Research Questions
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Figure 1.2: Preliminary conceptual sketch framing the initial research per-
spectives of this thesis. This illustration was developed during the
early phase of the research to situate the global energy system in relation
to societal systems and environmental limits. It outlines the basic struc-
ture of energy demand and supply, along with the importance of storage
and grid infrastructure. The ocean illustrates a curated set of keywords
that emerged from the presented publications.

After reviewing the historical progression of research on climate change, its conse-
quences, and the economic rationale of overarching climate policies, it is evident that
limiting global warming to 1.5°C requires swift and comprehensive mitigation mea-
sures across all GHG-emitting sectors. A key strategy for addressing climate change
is the substantial reduction of GHG emissions through sustainable energy transitions,
including inter alia the widespread deployment of renewable energy technologies, en-
hancements in energy efficiency and sufficiency measures. Achieving this requires iden-
tifying techno-economically viable solutions to environmental (and social) challenges.
A methodological approach commonly adopted in industrialised countries to address
these issues is Energy System Modelling and Analysis, which relies on the development
and application of energy models. These models mathematically represent individual

processes, sectors or entire energy systems at varying temporal and spatial resolutions,
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facilitating the analysis of GHG reduction potentials under different scenarios. To en-
sure transparency and equity in results, scenario modelling should adopt a co-creative
and open-source approach to allow for the engagement of diverse stakeholders, thereby
enhancing the accessibility and robustness of climate mitigation strategies. This the-
sis applies energy system modelling and energy system analysis (ESA) in various case
studies to explore the multifaceted role and significance of sustainable energy transi-
tions within an interdisciplinary approach, addressing all three pillars of sustainability
— economy, environment and society. The case studies collectively highlight the in-
terplay of technological, economic, environmental, and social dimensions in advancing
sustainable energy transitions. There is a particular focus on addressing sector-specific
challenges and opportunities in countries such as Jordan, Barbados, and in the North-

ern European shipping sector.

Within the context outlined above and by considering different sectors and the
entire value chain of green hydrogen — an exemplary energy product that plays a
crucial role in decarbonising hard-to-abate sectors such as industry and transportation
— this thesis aims to answer the following overarching research question, as well as
the subordinate questions (related publications and thesis chapters are provided in

parentheses):

How can co-creative approaches, technological innovations and policy frameworks
be integrated to develop cost-effective, sustainable and widely accepted solutions for a
100 % renewable energy system, while ensuring sectoral compliance with global climate
targets?
e Does co-creative scenario modelling increase acceptance of energy system solu-
tions? Chapter 3 (Komendantova et al. 2020)
o What is the cost-optimal energy mix, based on the current energy system, to
meet the future electricity demand in Jordan? Chapter 4 (Hilpert et al. 2020a)
o What are suitable combinations of storage technologies and what is the role
of pumped hydro storage (PHS) in a 100 % renewable energy (RE) system in
Barbados? Chapter 5 (Harewood et al. 2022)
o What is the benefit of an open source-based emission inventory for maritime
emissions? Chapter 6, (Dettner and Hilpert 2023a)
o What is the level of compliance of the Northern European shipping sector within
the Paris Agreement’s 1.5°C goal? Chapter 7 (Dettner and Hilpert 2023b)
o Which sustainable criteria have to be considered for the production of green
hydrogen? Chapter 8 (Blohm and Dettner 2023)
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1.3 Structure of Thesis

This cumulative thesis is divided into three main parts. Part I provides the context and
rationale for climate change research and explores the development of climate policies.
It establishes the necessary theoretical foundation of sustainability and energy systems,
with a focus on transformations, analysis, and modelling. Building on this foundation,
the thesis transitions to a sector-specific application by examining maritime energy
systems. This includes discussions on infrastructure, emission modelling and maritime
policies. Lastly, it emphasises the significance and context of open data and open-
source modelling approaches in addressing these challenges.

Part II contains six peer-reviewed publications in Chapters 3 to 8, as listed in
Table 1.1. These publications address the research questions listed in Section 1.2.
Chapter 3 used co-creative approaches to resolve opposing views and assess stakeholder
preferences in the analysis of different scenarios for the Jordanian energy system using
an open spreadsheet model and multi-criteria decision analysis. The publications in
Chapters 4 and 5 applied the Open Energy Modelling Framework (oemof) to analyse
cost-optimal and 100 % renewable energy systems and storage for electricity generation
in Jordan and Barbados. Chapter 5 integrates the use of renewable electricity for
shore-to-ship power supply of cruise ships and vehicles within an energy system model.
Chapters 6 and 7 focus on energy demand and emissions of ships, establishing an open
source emission inventory for Northern European shipping and determining the CO,
emission mitigation potential. Touching upon the necessity to use alternative, carbon-
neutral fuels for hard-to-abate sectors, such as shipping, Chapter 8 takes a broad
view on the promising future carbon-neutral energy carrier green hydrogen within the
overarching sustainability context, focusing on environmental and social criteria.

Part ITI summarises the methods and results of the individual publications on sus-
tainable energy transitions and maritime energy system transitions, before addressing
the overarching research question and highlighting both limitations and opportunities

for further research.

Overview of Chapters and Personal Contribution

Cumulative dissertations offer a flexible approach, allowing researchers to publish their
findings incrementally, gain recognition and receive feedback from the scientific com-
munity. However, it is crucial to clearly state the contribution of the author for each
publication within the cumulative thesis. Given that all presented publications have
(multiple) co-authors, detailing my specific role and input ensures transparency and
clarity. Table 1.1 summarises my contributions as outlined in the CRediT authorship
statements within the publications in Part II, while Table 1.2 provides an overview of
the research questions, applied research approaches and scientific contributions of the

respective papers.
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Table 1.1: Overview of peer-reviewed publications and personal contribution.

Chapter

Publication and own contribution

3

Water-Energy Nexus: Addressing Stakeholder Preferences in Jordan
Published as: Nadejda Komendantova, Leena Marashdeh, Love Ekenberg, Mats
Danielson, Franziska Dettner, Simon Hilpert, Clemens Wingenbach, Kholoud Has-
souneh and Ahmed Al-Salaymeh. 2020. ,Water-Energy Nexus: Addressing Stake-
holder Preferences in Jordan® Sustainability 12(15), 6168, (July). https://doi.
org/10.3390/su12156168.

All authors led, organised and moderated the workshops as part of a GIZ project in
Jordan from which this publication emerged. All authors thus contributed equally to
this publication.

Analysis of Cost-Optimal Renewable Energy Expansion for the Near-Term
Jordanian Electricity System

Published as: Simon Hilpert, Franziska Dettner and Ahmed Al-Salaymeh. 2020.
»Analysis of Cost-Optimal Renewable Energy Expansion for the Near-Term Jordanian
Electricity System*. Sustainability 12(22), 9339, (November). https://doi.org/10.
3390/su12229339.

All authors contributed to validation, data curation and writing the original draft.
Joint work with Simon Hilpert included investigation, writing the review and edit-
ing, as well as funding acquisition and formal analysis. Simon Hilpert worked on

methodology, software development and visualisation.

Open source modelling of scenarios for a 100 % renewable energy system
in Barbados incorporating shore-to-ship power and electric vehicles
Published as: André Harewood, Franziska Dettner, Simon Hilpert. 2022. "Open
source modelling of scenarios for a 100 % renewable energy system in Barbados in-
corporating shore-to-ship power and electric vehicles" Energy for Sustainable Devel-
opment 68, 120-130 (June). https://doi.org/10.1016/j.esd.2022.03.004

All authors contributed jointly to the conceptualisation, investigation and writing of
the original draft. Collaborative work with André Harewood included resources, data
curation, validation and formal analysis. Joint work with Simon Hilpert focused on

methodology. Independent work was carried out on review and editing.

Emission Inventory for Maritime Shipping Emissions in the North and
Baltic Sea

Published as: Franziska Dettner and Simon Hilpert. 2023. "Emission Inventory for
Maritime Shipping Emissions in the North and Baltic Sea" Data 8(5), 85 (May).
https://doi.org/10.3390/data8050085

Joint work with Simon Hilpert involved conceptualisation, methodology and formal
analysis. Independent contributions included investigation, project administration
and supervision, project acquisition and funding, as well as writing the original draft
and reviewing and editing. Simon Hilpert contributed to software development, data

curation, and visualisation.
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Chapter

Publication and own contribution

Modelling CO> emissions and mitigation potential of Northern European
shipping

Published as: Franziska Dettner and Simon Hilpert. 2023. "Modelling CO2 emissions
and mitigation potential of Northern European shipping" Data 119, 103745 (June).
https://doi.org/10.1016/5.trd.2023.103745

Independent contributions include conceptualisation, data curation, formal analysis,
funding acquisition, investigation, methodology, project administration, writing of the
original draft as well as review and editing. Simon Hilpert contributed to software

development, validation, and visualisation.

Green hydrogen production: Integrating environmental and social criteria
to ensure sustainability

Published as: Marina Blohm, Franziska Dettner. 2023. "Green hydrogen production:
Integrating environmental and social criteria to ensure sustainability" Smart Energy
11, 100112 (August). https://doi.org/10.1016/j.segy.2023.100112

Joint work with Marina Blohm on conceptualisation and writing the original draft,

reviewing and editing. Interviews conducted independently by Marina Blohm.
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Table 1.2: Overview of research questions, focus, methodologies and scientific contributions.

Chapter Core Research Question Research Focus Research Approach Scientific Contribution
3 Water- Does co-creative scenario Interdisciplinary analysis, Energy system modelling, Stakeholder engagement in

Energy modelling increase capacity building, inter-sectoral =~ multi-criteria decision analysis, sustainable energy planning

Nezus acceptance of energy energy systems (water and case study, workshops, open
system solutions? energy) source and open development

4 Renewable What is the cost-optimal Cost-optimal & 100 % RE oemof, energy system modelling, Insights into economic feasibility

Energy energy mix, based on the systems, policy implications for  scenario analysis, case study and policy recommendations for

Ezpan- current energy system, to renewable integration, storage the Jordanian energy system

ston meet the future electricity
demand in Jordan?

5 100% RE What are suitable Cost-optimal & 100 % RE oemof, energy system modelling, Framework for 100 %

System combinations of storage systems, integration of scenario analysis, case study sustainable energy transition on
technologies and what is the shore-to-ship power, electric small island developing states
role of PHS in a 100% RE  vehicles, economic (Barbados)
system in Barbados? diversification, energy security,

storage
6 Maritime What is the benefit of an Data-driven approach to Emission modelling, data Comprehensive & open dataset

Emis- open source based emission  maritime emissions tracking curation, statistical analysis, on North and Baltic Sea

stons inventory for maritime open emission inventory shipping emissions

Inventory emissions?

7 Maritime What is the level of Climate impact of shipping, Emission inventory, impact Data-based evaluation of

COp Mit- compliance of the Northern emission reduction strategies, assessment, carbon budget, mitigation pathways for

igation European shipping sector alternative fuels emission trading maritime transport
within the Paris
Agreement’s 1.5°C goal?

8 Sustainable Which sustainability Integration of environmental Multi-criteria analysis, Framework for evaluating all

Green criteria have to be and social sustainability in sustainability assessment, sustainability dimensions of

Hydrogen  considered for the hydrogen production literature review, expert green hydrogen projects (with

production of green
hydrogen?

interviews

potential for application for
other energy projects)
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Theoretical Foundations

This chapter establishes the theoretical basis for the publications in Part II. It begins
with a discussion of the concepts of transformation, transition and sustainability. It
then explores energy systems, as well as the fields of energy system analysis, (open)
energy system modelling and climate change policies. The chapter proceeds with an
exploration of maritime energy systems, emissions modelling in maritime transport,
and maritime policy. It then shifts its focus to open science, before concluding with a

discussion on the scope of the publications.

2.1 Transformation or Transition?

The terms energy transition and energy transformation have emerged in political and
scientific discussions, indicating the necessity for systemic change to establish a sus-
tainable society in light of global issues such as climate change, resource depletion and
increasing social inequality (Lu and Nemet 2020). The emphasis on transformation and
transition reflects a mounting consensus that maintaining the status quo will not ensure
that humanity remains within a safe operating space (Rockstrom et al. 2009). Both
terms, according to Holscher et al. (2018) express "the ambition to shift from analysing
and understanding problems towards identifying pathways and solutions for desirable
environmental and societal change' (p. 1) and refer to changes in complex adaptive
systems. According to the IPCC (2023) a transition is "the process of changing from
one state or condition to another in a given period of time" (p.129) and is mainly used to
describe changes when focusing on complex adaptive systems in societal sub-systems,
such as energy and transportation. Transformation, however, is commonly used to
describe large-scale and fundamental changes in whole societies (Holscher et al. 2018).
Transitions and transformations are both complex and uncertain, but they follow spe-
cific patterns and mechanisms, such as path dependency, emergence and thresholds
(Feola 2015).

12
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Despite the identification of the two distinct terms transition and transformation,
it can be assumed that they signify the same fundamental concept. However, Child
and Breyer (2017) argue that alterations to physical forms and systems should be cat-
egorised as transformations while changes to extensive socio-technical systems should

be categorised as transitions. The term transition is therefore used in this thesis.

2.2 Sustainability

Man soll keine alte Kleider weqwerffen / bis man neue hat / also soll man
den Vorrath an ausgewachsenen Holtz nicht eher abtreiben / bis man siehet /

daf} dagegen gnugsamer Wiederwachs vorhanden.
— Hans Carl von Carlowitz (Carlowitz 1732, p.88)

There is significant scientific understanding that the challenges of climate change
cannot be solved by technological advances, policies or individual countries alone (Lee-
mans and Solecki 2013). The former IPCC Chair, Pachauri (2008) argues that global
growth and development have progressed in a manner that is inherently unsustainable
and climate change is only part of the problem. Furthermore, he emphasises the ne-
cessity to consider the connection between climate science and sustainability science.
He also notes that climate change offers an opportunity to apply sustainability science

in practice, thus serving as a bridge between these interconnected scientific fields.

"A communications gap has kept environmental, population, and develop-
ment assistance groups apart for too long, preventing us from being aware
of our common interest and realizing our combined power. Fortunately, the
gap is closing. We now know that what unites us is vastly more important
than what divides us. We recognize that poverty, environmental degradation,
and population growth are inextricably related and that none of these funda-
mental problems can be successfully addressed in isolation. We will succeed
or fail together. Arriving at a commonly accepted definition of ‘sustain-
able development’ remains a challenge for all the actors in the development
process.” (Brundtland 1987, p. 38-39)

The Brundtland Report emphasises the challenge of an all-encompassing definition
of sustainable development. However, the report is also considered to be the originator
of the first definition of sustainable development; "Humanity has the ability to make
development sustainable to ensure that it meets the needs of the present without com-

promising the ability of future generations to meet their own needs.” (Brundtland 1987,
p. 16).
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The concept of sustainability first appeared in modern scientific literature in the
book The Limits to Growth (Meadows et al. 1972), which analysed economic devel-
opment and qualitative-oriented economic growth with regard to population growth,
industrialisation, malnutrition, exploitation of raw materials and the destruction of the
living environment. This is reflected in Howarth’s definition that sustainability is "the
ability to be maintained at a certain rate or level" (Howarth 1997, p. 569). Since
around 1990, the concept of sustainability has become established in various academic
fields, such as ecology, climate science, engineering, urban planning, sociology, law,
health and anthropology (Uiterkamp and Vlek 2007) and has developed within these
different fields (Purvis et al. 2019). It is now widely agreed that sustainability encom-
passes a balance between environmental protection, social equity and economic needs
and growth, ensuring that current actions do not compromise the future generation’s

ability to meet their needs.

NURTURING
COMMUNITY

Figure 2.1: The Three Pillars of Sustainability.
Reinterpretation of the three pillars of sustainability based on Barbier
(1987). Unlike the conventional depiction using three equal, overlapping
circles, this version employs varied shapes and sizes, without implying
relative importance, to reflect the heterogeneity and complexity within
each pillar.
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Three pillars’ of sustainability, which were first postulated by Barbier (1987),
namely environment, society and economy, are used in the sustainability debate. Agenda
21 (United Nations 1993) and Agenda 30 (United Nations 2015), the latter of which
contains the United Nation’s 17 sustainable development goals (SDGs), both acknowl-

edge the three pillars of sustainability as a guiding principle of the concept.

The Venn diagram in Figure 2.1 illustrates the interconnected nature of the different
constituent elements of the pillars. There is no clear hierarchy between the three pillars;
however, the environmental dimension is usually thought to be the most important, as

economy and society are constrained by environmental limits (Rockstréom et al. 2009).

Environmental Sustainability

People became aware of the environmental impacts of fossil fuels during the Great Smog
of London in 1952 (Wilkins 1954). As a result, the environmental or ecological pillar
of sustainability was the first to gain widespread attention. According to Goodland
(1995), environmental sustainability is defined as the "maintenance of natural capital”
(p.10). However, Morelli (2011) defines environmental sustainability as maintaining a
balance that allows human needs to be met without exceeding ecosystems’ regenera-
tive capacity or compromising biodiversity. Environmental sustainability focuses on
human interactions with natural systems, distinguishing it from the broader ecological
perspective of interdependence. In the context of energy systems, it addresses two en-
vironmental services: the source function, which involves the utilisation of renewable
and non-renewable resources, and the sink function, which pertains to pollution and
waste assimilation. The impacts of environmental degradation and pollution, partic-
ularly the sink function, manifest both locally and globally, encompassing a range of
issues beyond the greenhouse gas effect (Leemans and Solecki 2013). Air pollution is
a local issue that has garnered increasing awareness due to its direct effects on public
health and ecosystems (Friedrich and Voss 1993). To address these challenges, envi-
ronmental sustainability is guided by core principles such as supporting societal needs,
preserving biodiversity, aligning resource use with regenerative limits, promoting reuse
and recycling, and ensuring that activities remain within planetary boundaries (Morelli
2011).

Economic Sustainability

Economic sustainability is a controversial topic and the most challenging pillar of sus-
tainability to fully comprehend (Doane and MacGillivray 2001; Daly 1973). Political

economists in the 1950s questioned the limits of economic and demographic growth and

Tn the literature, the terms circles, dimensions, components or perspectives are also used instead
of the term pillars.
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addressed the inherent trade-offs between wealth generation and social justice (Purvis
et al. 2019). At this time, economic development was predominantly guided by the
notion of growth as a primary indicator of progress (Arndt 1981). Questions emerged
in the publication of the Limits to Growth (Meadows et al. 1972) and other "no-growth'
studies, marking the onset of a new paradigm of growth that is both robust and so-
cially and environmentally sustainable (Brundtland 1987). In the realm of economics,
sustainability and sustainable development are often delineated as the imperative to
maintaining an enduring income for all from non-declining capital stocks (Spangen-
berg 2005). Consequently, within this perspective, the constancy of human-made,
natural and social capital stocks (Pearce et al. 1992) is widely perceived as essential
and frequently deemed sufficient to meet the economic criteria of sustainability and
sustainable development (Pearce and Barbier 2000). However, expanding economic
capital must not occur at the detriment of environmental or social capital. Therefore,
economic sustainability entails not only the allocation of resources across time but also

the guarantee of inter-generational equity (Jeronen 2023).

Social Sustainability

The social pillar of sustainability has remained rather undefined (Vallance et al. 2011;
Eizenberg and Jabareen 2017) and is challenging to analyse. According to Ahman
(2013), this has resulted in a "challenging conceptual confusion" (p. 1163). Whereas
Eizenberg and Jabareen (2017) provide a framework for social sustainability which
focuses on equity, safety, eco-prosumption and urban forms, Ly and Cope (2023) ar-
gue for adaptability, social inclusion, quality of life, security and equity. According
to Murphy (2012) social sustainability focuses on the well-being of individuals and
communities, ensuring equitable access to resources, opportunities and basic human
rights. It promotes inclusive societies that foster social cohesion, participation and an
awareness for justice and equity (Murphy 2012). This difference might be due to the
unclear and elusive definition and delimitation and that social sustainability has so
far been neglected in political decision-making processes (Bostréom 2012), despite there

being a rising recognition of its relevance (Boyer et al. 2016).
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2.3 Energy Systems

Energy systems are intrinsically linked to climate change as they serve as both a major
driver of GHG emissions and a critical focus for mitigation and adaptation strategies.

Energy is essential to our daily lives, playing a critical role in economic growth
and productivity (Owusu and Asumadu-Sarkodie 2016). As Lloyd (2017, p. 54) notes,
energy is intricately connected to nearly every aspect of human development, forming
an indispensable component of any energy system by driving the entire process. Energy
can be derived from various sources, which are broadly categorised as renewable or non-
renewable. Renewable energy sources include solar energy, wind energy, hydro power,
geothermal energy, biomass and other more rarely used sources such as ocean energy
(tidal or wave energy). Non-renewable energy sources include fossil fuels such as coal,
oil and natural gas, which are formed from the remains of ancient plants and animals.
Fossil fuels are burned to release energy in the form of heat, which can be used to
generate electricity or power engines. Nuclear energy is another form of non-renewable
energy, derived from fission of heavy atomic nuclei in nuclear reactors or deuterium-

tritium fusion reaction, involving the merging of light atomic nuclei.
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Figure 2.2: The electricity value Chain: from production to consumption.
Electricity is generated in power plants, traded via markets, transmitted
through grids and finally sold to end users. While this process may ap-
pear linear, it is embedded in a multi-layered system involving technical
infrastructure, financial transactions, legal frameworks and political in-
fluence. This graphic provides a simplified overview and does not claim
to reflect the full complexity of the energy economy. Illustration inspired

by Graebig et al. (2023).
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An energy system primarily serves to deliver energy services to end-users (Groscurth
et al. 1995) and consists of essentially four components: production, conversion, dis-
tribution and consumption (Bruckner et al. 2014), as depicted in Figure 2.2. Energy
systems provide an integrated set of technical as well as economic activities, which

operate within a complex societal framework (Hoffman and Wood 1976).

The first component within an energy system, energy production often refers to
the initial phase of acquiring energy resources and is essentially the extraction and
harnessing of energy carriers, such as fossil fuels or renewables. However, it should be
noted that energy can neither be created nor destroyed. This fundamental principle of
nature is known as the first law of thermodynamics. In formal terms, it states that the
total amount of energy in a closed system remains constant. However, energy can be

converted from one form to another.

The second fundamental component of an energy system is conversion, which en-
compasses the transformation of energy from one form into another. For example, the
combustion of coal converts chemical energy into thermal energy. This thermal energy,
in the form of high-pressure steam, is subsequently transformed into mechanical energy
through turbine rotation, which then drives a generator to produce electrical energy.
In a lamp, this electrical energy is further transformed into radiant energy, producing
light. However, energy conversions are typically accompanied by transformation losses,

predominantly in the form of heat (Graebig et al. 2023).

The third component is energy distribution, which encompasses the transmission of
electrical power from generation facilities to end-users. This is carried out by means
of an electrical energy grid, crucial infrastructure within energy systems that ensures
a consistent and reliable supply of electricity by equilibrating supply and demand and
regulating the flow of electricity. In the context of the electrical energy grid, energy
storage technologies such as batteries, thermal storage systems and pumped hydro
storage play a vital role in addressing the intermittency associated with renewable
energy sources. These storage solutions capture surplus energy during peak production
periods and release it during high demand or reduced generation, thereby maintaining

stability and reliability in energy supply.

The fourth component of an energy system is energy consumption, which pertains
to the utilisation of energy across various sectors, including residential, commercial,
industrial and transportation. In residential settings, energy is employed for heating,
cooling, lighting and for operating appliances. Industrial energy use involves processes
related to manufacturing, machinery operation and heating. The transportation sector
relies on energy predominantly in the forms of fossil fuels and electricity to operate
vehicles, aircraft and ships. Sector coupling, as shown in Figure 2.2, is also a rele-
vant part of the energy system as a systemic approach that connects the electricity
sector with end-use sectors such as heating, transport and industry through integrated

conversion, storage and consumption paths.
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The final component(s) of an energy system, which are not part of the sequence
described above but are important for all components, are policies, regulations and
management practices and data flows that govern the operation of the energy system

along the entire value chain.

2.3.1 Energy System Transition

It is widely accepted that alterations to global energy systems are required to deal with
global warming and the effects of air pollution. The primary strategy for mitigating
climate change is the significant reduction of GHG emissions through the widespread
adoption of renewable energy technologies and increased energy efficiency. The tran-
sition to renewable energy sources has seen the world’s renewable capacity increase
by 50 % between 2022 and 2023 (IEA 2024). Nevertheless, there may be discrep-
ancies when it comes to the exact combination of technologies and policy measures
used within energy systems to improve sustainability and tackle climate change (Child
and Breyer 2017). In discussions concerning sustainable energy system transitions,
three distinct guiding strategies exist: efficiency, consistency and sufficiency (Bundestag
1998). In essence, efficiency advocates for minimising resource usage per service out-
put, consistency emphasises the adoption of eco-friendly technologies and structures,
and sufficiency focuses on curbing excessive consumption. However, the definitions and
interpretations of these strategies frequently diverge, sparking varied viewpoints and
occasionally contentious debates (Behrendt et al. 2018). Energy transitions are there-

fore always set between political, social and economic reasoning (Sovacool et al. 2021a).

The field of energy transition research is rapidly expanding and diversifying in terms
of topics and publications (Kohler et al. 2019). The number of publications increased
by a factor of 50 between 2008 and 2020, with 67 % of them dealing with policy issues
(Lu and Nemet 2020). The earlier focus on electricity and transportation has widened
to include societal domains such as food, water, heat and buildings. There has also
been a geographical expansion beyond Northern European countries (Kéhler et al.
2019), although as of 2019 still only about 25 % of articles discussed energy transitions

in developing countries (no more recent figures available).

2.3.2 Energy System Analysis

Energy system analysis is a multidisciplinary approach designed to address complex
energy planning challenges by integrating various aspects such as fuel substitution,
energy-economy interactions and competition for investment between energy and other
sectors. ESA characterises energy supply and demand flows within a society using the
systems approach by examining the interactions between system components rather

than isolating individual components (Nakata et al. 2011). Based on Bertalanffy’s
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General Systems Theory, energy systems analysis takes a holistic view of problems
and emphasises the relationships and interdependencies within a system in order to
understand its overall behaviour (Bertalanffy 1969).

According to Brown and Sovacool (2007), ESA was originally used to maximise ef-
ficiency in countries where the consumption threshold had been passed. The consump-
tion threshold within energy systems refers to the point at which energy consumption
reaches a level that exceeds either the available energy supply, technological capabili-
ties or environmental constraints (Brown and Sovacool 2007). This threshold is crucial
for understanding when an energy system becomes inefficient, resources are exhausted
or infrastructure is overloaded. According to Brown and Sovacool (2007), studies have
shown that advanced societies differ significantly in their per capita energy consump-
tion. Surveys suggest that while a threshold of high energy consumption is necessary
for industrialisation, once this threshold is exceeded there is considerable flexibility in

terms of energy requirements to maintain living standards.
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Figure 2.3: Multidimensional construct of the energy system. Concept based
on Jaccard (2006), illustration inspired by Hilpert (2022a).

During the energy crisis in the 1970s, more refined ESA evolved, challenging the
assumption that energy consumption and economic well-being are in a constant rela-
tionship with each other (Brown and Sovacool 2007). The kind of analysis used today
is predominantly concerned with producing forecasts of the future by characterising fu-
ture scenarios that utilise alternative energy sources (Brown and Sovacool 2007). ESA
can determine, for example, which storage system is best suited for an energy system,
which subsidies are required for renewable energies, the cost-optimal energy mix, and
which consequences occur in energy system designs if external costs of energy are taken
into account. The necessary information can be acquired from interdisciplinary analy-

sis, drawing upon various scientific disciplines such as modelling, physics, engineering,
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law or sociology (Groscurth et al. 1995). In general terms, ESA can be defined as
the interdisciplinary field that integrates engineering, economics, environmental sci-
ence and policy analysis to analyse, model and optimise the structure, operation and
performance of energy systems, with the aim of supporting informed decision-making
towards sustainable energy transitions. Figure 2.3 illustrates the socio-political-techno-
economic energy system as it operates within and depends upon the biosphere. It em-
phasises the interconnectedness of all three pillars of sustainability within the context
energy systems.

There is complexity in accounting for cross-sectoral interactions, technological ad-
vancements, economic impacts and policy influences, as well as the difficulty in cap-
turing long-term energy transition dynamics and global energy market fluctuations.
Recent approaches of ESA have aimed to incorporate sufficiency measures, as there is
a growing scientific consensus that techno-economic sustainability measures have to be
complemented by sufficiency measures to reach the goal set within the Paris Agreement
(Spangenberg and Lorek 2019).

2.3.3 Energy System Modelling

Addressing the global climate crisis is an imperative task that cannot be deferred until
an indisputable scientific solution is identified, particularly considering the possibil-
ity that such a solution may remain elusive. In this context, utilising energy models
within ESA can facilitate informed decision-making by enhancing the comprehension
of energy systems. Energy models are used to calculate the future energy requirements
and demand of a country or region. The models are generally used with certain as-
sumptions about specific boundary conditions, such as the availability of (renewable)
energy sources, the development of economic activities, demographic trends or energy
prices on the global markets (Herbst et al. 2012). Careful interpretation of the output
of models is necessary, as often, controversial issues in energy science and energy policy
about the prospects, feasibility and impact of future energy supply and demand can
be traced back to the different types of energy models used (Herbst et al. 2012).

In the context of energy system modelling, scenarios, models and model generators
are essential. Scenarios are narratives that describe plausible future energy systems,
combining quantitative data with qualitative narratives (Spaniol and Rowland 2019;
Dieckhoff 2015). Scenarios are not predictions but an exploration of a range of possible
outcomes based on current knowledge and assumptions (Dieckhoff and Grunwald 2016).
Scenarios use models to quantify potential future developments (Strachan et al. 2009).
While all scenarios involve models, not all models are used for scenarios (Aigner-Walder
and Doring 2022). Models are a simplified representation of real-world systems used
to simulate various futures. They consist of inputs (variables), outputs (results) and

mathematical equations that link the two. Models in ESA can be empirical (based on
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data) or structural (based on theoretical relationships). These models can be generated
using tools such as generators or modelling frameworks. Frameworks vary depend-
ing on their analytical approach, methodology and mathematical foundation. They
can be top-down (macro-economic, aggregated) or bottom-up (technology-specific, de-
tailed). Models can be differentiated between equilibrium models, optimisation models
or simulation models (Hedenus et al. 2013; Herbst et al. 2012; Connolly et al. 2010),
input-output models (Ansell and Cayzer 2018; Liu et al. 2019; Zhang et al. 2019) or
economic models (Dagoumas and Barker 2010; Pretis 2020). Models can be predictive
for short-term planning or exploratory (focusing on various geographical scopes and

time horizons) for long-term policy analysis.

2.3.4 Climate Change Policies

Decision-makers require evidence-based approaches to anticipate future scenarios, with
models serving as a foundation for informed policymaking to drive long-term sustain-
ability. Policies for energy systems that support climate change mitigation incorporate
emission reduction targets, including those in the Paris Agreement and net-zero car-
bon laws, alongside carbon pricing mechanisms such as carbon taxes, carbon budgets
and cap-and-trade systems. This section focuses on carbon budgets, a representative
market-based policy mechanism, as explored in Chapter 7. The remaining carbon bud-
get sets the maximum GHG emissions permissible to avoid that global warming exceeds
a specified limit, typically 1.5°C or 2°C above pre-industrial levels. The remaining bud-
get in 2020 to remain within the 1.5°C limit was between 400 and 500 gigatonnes (Gt)
of CO., according to the IPCC (2023). The current, as of January 2025, remaining
budget according to the Mercator Research Institute on Global Commons and Climate
Change (MCC) (2023) is 191.45 Gt, leaving about 4.5 years, until the COy budget is
depleted.

Carbon budgets are based on historical emissions, current annual emissions and
projected future emissions, and form the basis for emissions caps in cap-and-trade
systems. Within these systems, governments set a cap on total GHG, aligned with the
carbon budget. Emission allowances are allocated to entities, either freely or through
auction and are reduced over time to achieve gradual emission cuts. Entities that
emit less than their allowance may sell the surplus, while those needing additional
capacity can purchase allowances from others, creating a financial incentive to innovate
and reduce emissions. At the end of each compliance period, entities must surrender
allowances to cover their emissions or face penalties. The cap-and-trade system offers a
cost-effective path to emissions reduction, drives innovation and generates revenue. A
prominent example is the European Union Emissions Trading System (EU ETS), which
operates across sectors and countries within the EU, including all COy emissions from
electricity and heat generation, as well as energy intensive industry sectors, aviation
and shipping (EC 2024).
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2.4 Maritime Energy Systems

Sector-specific climate change mitigation efforts are essential to ensure that Paris
Agreement targets are met. Maritime transport is vital for the global economy and
is one of the most energy-efficient modes of transport. Ships and port infrastructure
and maritime energy systems form a crucial subset of energy systems, reflecting the
specialised requirements and innovations of the maritime sector. This section discusses
the integration of maritime energy systems within the larger context of energy systems,
shipping emissions, policies and the modelling of shipping emissions as a necessary tool

for emission reduction analysis.

2.4.1 Infrastructure and Technology

Ships are integrated within land-based energy systems through interconnected infras-
tructure and technology. From an infrastructure perspective, ports serve as key hubs
for connecting ships to the energy grid, as they often provide shore-to-ship power,
enabling ships to plug into the local grid when docked rather than relying on their
auxiliary engines to generate electricity, which reduces fuel consumption and emissions
(Borkowski and Tarnapowicz 2012). To facilitate this, the port’s electrical infrastruc-
ture must be modified to enable power supply to different types of ships, and the
local grid and energy supply must be designed to accommodate the increased load and
demand, as examined by Harewood et al. (2022) in Chapter 5.

In terms of technology, both maritime and land-based energy systems primarily
rely on fossil fuels for energy generation. Traditionally, oil-based fuels accounted for
over 99 % of the total energy consumption in international shipping, while bio fuels
met less than 0.5% of the energy demand in 2022 (IEA 2023). Due to a demand for
more sustainable practices, maritime and land-based energy systems face similar mar-
ket dynamics, driven by fluctuating fuel prices, regulatory pressures and technological
advancements. Maritime energy systems, similar to land-based energy systems, are in-
creasingly integrating renewable energy. For maritime systems this includes the use of
hybrid and fully electric ships. As electric ships are not feasible for all applications, ship
owners are increasingly exploring alternative fuels. This is crucial, as after 2040 only
renewable fuels will comply with the Fuel EU Maritime according to Christodoulou
and Cullinane (2022).

Fuels

The introduction of alternative fuels and advanced technologies is underway, but chal-
lenges persist due to the high cost and long lifespan of ships, as well as regulatory
uncertainties (IEA 2023). The choice of future maritime fuels depends on several

factors, including environmental regulations, cost-effectiveness, availability, safety and
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technological development. Future maritime fuels can be broadly categorised into two
main groups: hydrogen-based carriers, such as E-hydrogen and E-ammonia, and syn-
thetic hydrocarbons, such as E-LNG, E-diesel and E-methanol (Lindstad et al. 2021).
Among these, E-ammonia and E-methanol are currently considered to be the most
promising alternatives (Lindstad et al. 2021), as both (as well as e-FT Diesel) could
enable the 2050 FuelEU Maritime GHG target to be met (Ingwersen et al. 2025).

Lindstad et al. (2021) assessed the potential role of E-fuels in maritime applications.
E-methanol was found to offer a well-to-wake COge, emission reduction potential of
99 %, followed by E-ammonia with a reduction potential of 94 %. According to Lindstad
et al. (2021), considering energy consumption, as of 2021, E-methanol required 6.5 kWh
of energy per kWh delivered at the propeller (well-to-wake), with a likely minimum
value of 5.9 kWh. This outperformed E-diesel, which had a minimum value of 6.3
kWh/kWh, suggesting that transitioning the global maritime fleet to E-diesel would
result in a threefold increase in shipping’s energy demand. E-ammonia performs slightly
better, requiring 4.2 kWh/kWh, while the most efficient green fuel, battery electricity,
only requires 1.5 kWh/kWh (Lindstad et al. 2021).

Renewable E-methanol has also gained considerable attention due to its compatibil-
ity with existing infrastructure. However, its environmental and economic performance
varies significantly depending on the source of hydrogen and carbon used in its produc-
tion. Methanol can be derived from electrolysis (e-Hy) and sustainable carbon sources
such as direct air capture (DAC) or biomass (BC), which have lower life-cycle GHG
emissions. However, options such as DAC-E-methanol (DAC-EM), while promising
from a climate perspective, face major cost barriers, particularly due to the high en-
ergy and capital requirements of DAC technology, which can account for over 50%
of the total fuel cost (Li et al. 2024). However, DAC-EM is less sensitive to fluctua-
tions in carbon pricing due to its inherently low greenhouse gas emissions. This could
enhance its competitiveness under stricter carbon pricing regimes. DAC-EM remains

economically challenging due to the early-stage development of DAC technology.

Generally, the annual operating costs of alternative maritime fuels are highly sen-
sitive to the price of renewable electricity. In a high-cost renewable energy scenario,
fuel expenses can account for up to 80% of the total annual costs per kilowatt for
E-methanol (Lindstad et al. 2021). Under these conditions, hydrocarbon E-fuels, such
as E-LNG, E-methanol and E-diesel, can triple the total annual cost of operating a
medium-sized tanker or bulker compared to one fuelled by marine gas oil. In contrast,
the use of E-ammonia and E-hydrogen result in approximately a twofold increase in
total annual costs. However, in a low renewable electricity price scenario, the cost gap
between hydrocarbon E-fuels and E-ammonia/E-hydrogen narrows significantly, with

only a 20 % difference in total annual expenditure (Lindstad et al. 2021).

Considering environmental impacts, Ingwersen et al. (2025) assessed twelve different

categories of marine fuels. Their comparative analysis revealed that E-ammonia has



2. Theoretical Foundations 25

the lowest environmental impact in eight of the twelve categories, while E-methanol has
the highest toxicity levels. It was found that, eutrophication in marine environments is
the highest for E-methanol (even higher than for fossil fuels), whereas acidification and
terrestrial eutrophication are the highest for E-ammonia. E-methanol also ranks high-
est for human toxicity (both carcinogenic and non-carcinogenic) and land use, with all
E-fuels exhibiting high land use impacts during their production phase. Additionally,
E-ammonia has the highest water usage, driven by fuel production.

In summary, both E-ammonia and E-methanol are viable options for decarbonised
marine fuels. They both offer distinct benefits and challenges depending on specific use
cases and regional factors. While both require high initial investments, they provide
the greatest flexibility in fuel choice over the medium and long term (Lindstad et al.
2021). E-ammonia stands out in the analysis of cost-effectiveness in environmental
and economic terms (Ingwersen et al. 2025). However, in the publication in Chapter 7,
E-methanol was selected for a case analysis to assess the functionality of the developed
model in Chapter 6 and the calculation of its carbon reduction potential. The primary
factor influencing this choice was that E-methanol can be blended into existing fuel
supply chains and utilised within the current shipping fleet infrastructure, which might
make hydrocarbon E-fuels cost-competitive with E-ammonia under low renewable elec-
tricity price scenarios (Lindstad et al. 2021). Additionally, E-ammonia is currently (as

of 2025) considered the most immature of all technologies (Ingwersen et al. 2025).

2.4.2 Emissions from Ships

According to the European Commission and Directorate-General for Climate Action
(2019), global shipping emitted 1,076 million tonnes of CO5 in 2018, representing about
2.9% of global human-induced emissions, with projections suggesting a possible in-
crease of up to 130 % of 2008 levels by 2050. This stems from the industry’s heavy
reliance on fossil fuels as well as the high volume of goods transported by sea, as
around 90 % of global trade is via maritime routes (IMO 2020a). At the EU level,
maritime transport is responsible for 3 to 4% of the EU’s total CO, emissions with
over 124 million tonnes of COy emitted from shipping in 2021 (European Commission
and Directorate-General for Climate Action, 2019). In 2022, global CO, emissions
from ships grew by 5%, continuing the rebound from the temporary decline during
the COVID-19 pandemic. According to a study by Transport & Environment (2021),
shipping could account for about 10% of global GHG emissions by 2050, if current

growth rates persist.

The emissions from ships do not only include GHGs, such as CO5 and methane
(CHy), but also air pollutants such as nitrogen oxides (NOy), sulphur oxides (SOy),
particulate matter (PM), black carbon (BC), ash, carbon monoxide (CO) and non-
methane volatile organic compounds (NMVOC) (Shi et al. 2023). According to Shi
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et al. (2023), evidence is gathering that ship-emitted air pollutants have a significant
impact on atmospheric chemistry, clouds and ocean biogeochemistry. Partanen et
al. (2013) indicated that the elevated sulphur content in marine fuel contributed to
an estimated 19,000 to 91,000 premature deaths annually in coastal areas prior to
the introduction of the EU’s Sulphur Emission Control Area (SECA). Mueller et al.
(2023) analysed global health impacts attributed to air pollution (external effects) from
shipping, identifying the highest concentrations along major shipping routes and near
ports, with the most severe health effects observed among coastal populations and an
estimated 265,000 premature deaths worldwide in 2020.

Emission Modelling

Emission modelling of ships is often necessary due to the frequent absence of direct on-
board measurement data, requiring the use of estimation methods to assess emissions
accurately. However, results have to be treated carefully as for example Chu-Van et al.
(2018) showed with onboard measurements that emission factors for inter alia CO and

PM were significantly higher during ship manoeuvring than cruising.

Maritime emission modelling can be used to create maritime emission inventories,
which provide insights into the quantity and types of pollutants emitted from ships,
and their spatial distributions. Subsequent analysis can reveal potential health and en-
vironmental impacts and the effectiveness of various emission reduction measures and
technologies. Maritime emission inventories can be particularly useful in projecting
future emissions if they consider techno-economic and socio-ecological factors, such as
fuel switching, efficiency and sufficiency measures and changes in trade volumes. Addi-
tionally, they can aid the analysis of energy demands for shore-side power connections
in port areas, a requirement that has been enforced in Germany since 2023 (BMWK
2019).

There are two types of (maritime) energy system and emission models: top-down
and bottom-up. While energy system models usually focus on the optimisation or fore-
cast of energy demand and supply, emission models focus on the quantification of GHG
and air pollutant emissions for scenario analyses. Historically, top—down models were
used, which estimate emissions from ships using aggregated data, such as total fuel
consumption or cargo volume, often combined with average emission factors (Corbett
and Fischbeck 1997; Corbett et al. 1999; Eyring 2005). Top—down models are less data
intensive than bottom-up models but provide less detailed insights. Since 2004, with
the introduction of the Automatic Identification System (AIS), and the availability of
ship activity (movement) data, highly accurate but data-intensive bottom—up models
have been used (Gon and Hulskotte 2010; Jalkanen et al. 2014; Jalkanen et al. 2016;
Johansson et al. 2017; Karl et al. 2019).
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Figure 2.4: Modelling approach for emissions from ships.
This figure illustrates the detailed data flow and steps involved in the
emission modelling process for ships as developed, applied and fully in-
troduced in Chapter 6.

Bottom-up models typically consist of two main key components, as depicted in
Figure 2.4 (highlighted in grey, except the life cycle performance analysis (LCPA)).
First, there are the ship’s fuel consumption data, derived from activity data, such as
speed, location, timestamp and unique identifier, and ship specifics. Second, there are
emission factors, coefficients that represent the average emissions per unit of activity,
such as emissions per ton of fuel burned or per nautical mile travelled. Emission fac-
tors vary by ship type, fuel type, engine type and operating conditions (Schwarzkopf
et al. 2021). As emissions data from actual measurements are not usually available, the
emission quantities are calculated using emission factors. These have a certain level of
uncertainty, as analysed in Chapter 7. To assess the spatial distribution of emissions,
models incorporate geographical information about shipping routes, port locations and

emission-sensitive areas (Aulinger et al. 2016).

Challenges for maritime emission modelling primarily include data availability and
the accuracy of emission factors. Accurate modelling depends on detailed and up-to-
date data on ship activities and fuel consumption, which can be challenging to obtain
as they are often proprietary. The complexity of shipping operations, such as the vari-
ability in ship types, fuel type, engine technology and operational patterns is difficult to
reflect within models. The most commonly used models for emission modelling of ships
are introduced in Chapter 6. The Ship Traffic Emission Assessment Model (STEAM)
by the Finnish Meteorological Institute has been widely used to determine emission
quantities in the Baltic Sea (Jalkanen et al. 2014), in the Danish Straits (Jalkanen
et al. 2012), European Waters (Jalkanen et al. 2016), the Northern European Emission
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Control Area (ECA) (Johansson et al. 2013) and globally (Johansson et al. 2017). More
recently, the MariTEAM Model was used to analyse global shipping emissions from a
well-to-wake perspective (Kramel et al. 2021). The preparation of the publication in
Chapter 6 was carried out in close cooperation with the Helmholtz-Zentrum hereon.
hereon’s Modular Ship Emission Model (MoSES) and its resulting emission inventory
(Schwarzkopf et al. 2021) serve as a key reference in Schwarzkopf et al. (2022) and

provide a comparative benchmark for the inventory detailed in Chapter 6.

Since 2023, there have been a number of publications dealing with the modelling
of emissions from ships. Chen et al. (2023) focused on predicting fuel consumption
for harbour vessels using machine learning and comparing the predictions to tradi-
tional linear regression models as used with IMO (2020a). The Artificial Neural Net-
work outperformed other models, showing significant accuracy improvements (up to
62 %) when meteorological factors were included (Chen et al. 2023). Chen et al’s
work highlights the value of machine learning in extracting complex relationships from
high-dimensional data for more accurate fuel consumption predictions for ships. The
integration of real-time data, machine learning and big data analytics is expected to
further enhance the accuracy and usability of emission models of ships. Senol and
Seyhan (2024) investigated ship and tugboat emissions during berthing manoeuvres at
ports. Using data from over 300,000 readings in a ship simulator, they calculated emis-
sions using bottom-up methods. A significant correlation was found between emissions
and the pilots’ demographics and experience. A machine learning model with 73 %
consistency was developed to predict emissions, offering a tool for strategic planning
and cost-effective emission mitigation in port operations. The most recent Ship Emis-
sion Inventory Model by Yi et al. (2025), offers ship emission inventory data at a high
spatio-temporal resolution (0.1° x 0.1°) for the years 2013 and 2016-2021. It was
developed using a bottom-up approach with emission quantities calculated from ship
movement data, similar to the publication in Chapter 6. Results from 30 billion AIS
data records include a substantial reduction in SO, and PMsy 5 emissions, 81.3 % and

76.5 % respectively, due to existing fuel-switching policies (Yi et al. 2025).

2.4.3 Maritime Legislation, Regulation, Policies and Schemes

Maritime energy systems are subject to strict policies, regulations and schemes de-
signed to reduce environmental impact and ensure safety. Intermediate targets for
climate change mitigation set by the International Maritime Organisation (IMO), aim
to achieve a 20—30 % reduction in CO, emissions by 2030 and a 70—80 % reduction
by 2040, based on 2008 levels (IMO 2020a). The IMO also aims for 5—10% of energy
used by ships to come from zero- or near-zero-emission technologies by 2030 (IMO
2023). However, the IMO’s GHG report highlights limited progress, with CO, emis-
sions increasing by 6 % between 2012 and 2018 (IMO 2020a). As of April 2025, the
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IMO has approved draft regulations introducing a global marine fuel standard and
emissions pricing to achieve net-zero GHG emissions from shipping by around 2050.
The framework combines mandatory limits and financial mechanisms, with adoption

expected in 2025 and enforcement from 2027 (Draft revised MARPOL Annex VI 2025).

The IMO has set four pillars for regulation, the SOLAS (1974, the International
Convention for the Safety of Life at Sea), STCW (1978, the International Convention
on Standards of Training, Certification and Watchkeeping for Seafarers), MARPOL
(1973, the International Convention for the Prevention of Pollution from Ships and
amendment in 1978, Annex VI to impose a limit of 0.5% on sulphur levels in fu-
els used by all operating ships) and MLC (2006, the Maritime Labor Convention to
protect the seafarers’ rights). The MARPOL is the main global agreement aimed at

reducing marine pollution from ships, both accidental and operational.

European maritime legislation reflects the EU’s commitment to environmental sus-
tainability, safety, market competition and the welfare of maritime workers (EC 2020).
The Fit for 55 package, introduced in 2021 as part of the European Green Deal, en-
compasses revised and new EU climate policies, including (1) the EU Emission Trad-
ing System Directive, (2) the FuelEU Maritime Regulation, (3) the Alternative Fuels
Infrastructure Regulation, and (4) the Energy Taxation Directive. Some measures
to implement the revised targets are still pending. Adopted in July 2023, the Fu-
elEU Maritime Regulation ((EU) 2023/1805) promotes renewable, low-carbon fuels
and clean energy technologies essential for sectoral decarbonisation. From January
2024, maritime CO5 emissions are included in the EU ETS, covering ships over 5,000
gross tonnage calling at European Economic Area ports. The scheme mandates a 50 %
coverage of COy emissions from voyages to/from non-EU ports and a 100 % coverage
from intra-EU voyages, gradually increasing from 40 % coverage in 2024 to full coverage
by 2026 (European Union 2024).

2.5 Open Science

Information is the oil of the 21st century, and analytics is the combustion
engine.

— Peter Sondergaard, Economist, 2011

Since the 1990s, the topic of climate change has moved from academic discourse
to the public arena, generating widespread interest (Gong 2022). This reflects Kuhn’s
concept of paradigm shifts, where scientific revolutions emerge from changes in so-
cietal and scientific perspectives (Kuhn 1962). Kuhn argued that paradigm shifts,
fundamental changes in scientific understanding, drive progress through a mix of so-

ciological forces, enthusiasm and scientific innovation. This is reflected today in the
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growing demand for transparency and public engagement in science and has sparked
a new paradigm: the open science movement. This shift, particularly in open data,
emphasises accessible data as essential for transparency and collaboration, marking a

profound transformation in scientific research (Gong 2022).

2.5.1 Open Energy System Modelling

According to Morrison (2018), the open energy modelling revolution originated in Ger-
many and the USA, with Germany having, as of 2017, the leading number of frame-
works, projects, datasets and wikis related to open energy modelling. This may be
due to the advanced Energiewende in Germany (Morris and Jungjohann 2016). For
some years, it has become increasingly common to use open energy system models to
support public policy development (Wiese et al. 2014; Pfenninger 2017; Pfenninger et
al. 2018). Three distinct drivers can explain this paradigm shift towards open energy
system modelling; public transparency, scientific reproducibility and open development
(Morrison 2018). Therefore, an idealised open modelling process combines open data,
open source development and open access dissemination, guaranteeing transparency,
reproducibility and open development throughout the entire modelling process (see
Figure 2.5).

[Rawdata] [ Data‘ J
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Figure 2.5: Open modelling process. Schematic representation of an idealised
modelling process. Inspired by Hilpert (2022a), who in turn refers to
the original framework by Pfenninger et al. (2018, p. 64). Open access
matters at every step of the process.

The lack of transparency in closed energy system models is a significant problem as
it tends to conceal and perpetuate errors (Pfenninger 2017). Making models and code
accessible and comprehensible to users enables replication (Cao et al. 2016). According

to Peng (2011), replication is "the ultimate standard by which scientific claims are
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judged." (p. 1126). Researchers should allow others to scrutinise, validate and build
upon their work. Transparency not only strengthens the credibility of scientific findings
but also encourages the development of best practices in research (Cao et al. 2016).
This is increased and enhanced by open development methods and practices, such as

unrestricted participation, contribution and extreme transparency (Morrison 2018).

Open source modelling projects are often developed by a global community of con-
tributors. These contributors bring diverse perspectives and expertise to the table,
leading to more innovative and comprehensive models. McGookin et al. (2021) ex-
amined progress in democratising key decision-making processes and the benefits and
challenges of participatory methods in energy system modelling and planning. A key
finding of the research was that only around 10 % of all studies analysed included some
form of collaboration with non-academic stakeholders, and furthermore, in 36 % of the
studies analysed there was only one interaction. This indicates a lack of progress in
the democratisation of modelling processes. Nonetheless, the collaborative nature of
open source development ensures that models evolve rapidly, incorporating the lat-
est research and technological advancements while being transparent and constantly

reviewed.

One example of open source modelling is the Open Energy Modelling Framework
oemof (Hilpert et al. 2018). This open-source, Python-based framework is designed to
model energy systems and support energy system analysis. oemof provides tools and
libraries to simulate, optimise and analyse energy systems (Hilpert et al. 2018), and is
used within Chapter 4 and 5 of this thesis. The highly modular and flexible features of
oemof allow users to define their own energy systems to include, for example, renewable
energy sources, conventional power plants, and energy storage systems. oemof, as
an open-source project itself, was collaboratively programmed. It allows anyone to
contribute, modify and use the code, which ties in with the social sustainability pillar

of energy modelling and the promotion of transparency.

The development of open source energy system models also connects to the idea
of the collaborative commons (Rifkin 2014). This ties in with Raworth’s assertion
that the sector of modelling will play an important role in the age of sustainability,
alongside the state and conventional economy (Raworth 2017). Open source models
are typically free, making them accessible to a broad range of researchers, including
those at institutions with limited financial resources. This democratisation of access is

critical for fostering a more equitable research landscape (Brown 2022).

The values and principles of open energy system modelling can be effectively applied
to emission modelling. Energy system models simulate energy production, demand
and distribution, creating scenarios with diverse energy mixes. Emission models, in
turn, quantify the environmental impacts of these scenarios, covering GHG and other
air pollutants. By linking energy outputs with emissions data, these models support

enforceable regulations, such as carbon pricing, and provide opportunities for iterative



feedback and continuous improvement. For this thesis, a sector-specific application
was undertaken with the modelling of shipping emissions. The comprehensive ship
emission inventory, made publicly accessible in csv format and presented in Chapter 6,
captures the entire COy pathway from ship movement data and energy consumption
across various life-cycle stages to emission quantification and scenario development.
Following the principle shown in Figure 2.5, while the raw input data initially required
anonymisation due to proprietary ship-specific identifiers (IMO numbers), a version of
the movement dataset is now also available. This demonstrates that open data can

emerge from proprietary sources without compromising data quality.

2.6 Scope of Publications

This section outlines the aspects discussed in Part I that are reflected in the academic
publications presented in Part II. As previously noted, energy systems are undergoing
significant technological, economic, social and scientific transitions, accompanied by
paradigm shifts. The complexity of energy system modelling, analysis and interpreta-
tion is increasing. This growing complexity is closely linked to the principles of open
science, which, in the face of climate change, facilitates the identification of solutions
aligned with the three pillars of sustainability.

Environmental sustainability is addressed in all publications through the analysis of
transitions to renewable energy systems, aimed at reducing and mitigating the emission
of CO4 and air pollutants. The economic pillar of sustainability is considered in techno-
economic energy system models and analyses in the publications in Chapters 4 and
5. However, within the publications in Part II, energy systems (and sub-systems)
are viewed not only as techno-economic systems but also as complex social systems.
As such, their analysis is inherently multidisciplinary, drawing on both quantitative
and qualitative methods. Emergy system analysis tools, particularly computational
models, play a vital role in supporting the design of sustainable energy systems but
are not ends in themselves. Therefore, Chapter 3 adopts a participatory approach to
energy system analysis, scenario design and the assessment of participants’ preferences
for criteria influencing energy system analysis and the resulting recommendations for
action. Consequently, Chapter 3 strengthens the social pillar of sustainability within
energy system analysis as well as Chapter 8, which assessed multiple dimensions of
sustainability criteria for the production of green hydrogen.

The principles of open science were applied in all publications. oemof was applied
in the publications in Chapter 4 and in Chapter 5. Chapter 6 presents an open-source
emissions inventory for shipping in the North and Baltic Sea, which was subsequently
applied in the scenario analysis within the publication in Chapter 7. In all publications
contained in this thesis, publicly available energy or emission models were therefore

used or created and proprietary tools were excluded (where possible).
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Abstract: The water and energy sectors are fundamentally linked. In Jordan, especially in the face of
a changing climate, the water—energy nexus holds a number of challenges but also opportunities.
A key point in exploring synergies is the identification of such, as well as the communication between
the water and energy sectors. This paper promotes the importance of using a co-creative approach to
help resolve opposing views and assessing stakeholder preferences in the context of the water—energy
nexus in Jordan. A computer-supported, co-creative approach was used to evaluate stakeholder
preferences and opinions on criteria and future scenarios for the energy and water sector in Jordan,
identifying common difficulties and possibilities. The criteria describe socio-ecological aspects as well
as techno-economic aspects for both systems. Discussing a set of preliminary scenarios describing
possible energy and water futures ranked under a set of sector relevant criteria, a consensus between
both stakeholder groups is reached. The robustness of results is determined, using a second-order
probabilistic approach. The results indicate that there are no fundamental conflicts between the
energy and water stakeholder groups. Applying a participatory multi-stakeholder, multi-criteria
framework to the energy-water nexus case in Jordan promotes a clear understanding of where
different stakeholder groups stand. This understanding and agreement can form the basis of a joint
water—energy nexus policy used in the continued negotiation process between and within national
and international cooperation, as well as promoting and developing acceptable suggestions to solve
complex problems for both sectors.

Keywords: water—energy nexus; Jordan; energy policy; multi-criteria decision analysis; participatory
governance and co-creation; compromise-oriented policy solutions

1. Introduction

The water and energy sectors are interconnected and fundamentally linked. Energy generation
requires water. Water treatment and transportation consume energy. The newfound understanding
of the water—energy nexus can identify challenges and opportunities. One key factor here is a
comprehensive dialogue between sectors. A participatory governance approach, as presented here,
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including multi-criteria decision analysis, aids in exploring synergies and facilitates dialogue in the
first place.

Jordan is facing several energy and environmentally related problems as one of the driest countries
on earth. With 150 m3/year, it has one of the lowest levels of water resource availability per capita [1].
Water scarcity will become a more pressing issue in the context of climate change with unpredictable
intensity, duration, and frequency of precipitations, rising temperatures, and evaporation rates.
Additionally, there are challenges regarding current patterns of water usage in the country as well
as the large number of Syrian refugees in Jordan [2]. The sustainability of water supply in Jordan is
not only affected by depleting water reserves but also by growing electricity tariffs. Water pumping
systems are consuming 15% of the total electricity, making the Water Authority of Jordan (WA]) the
largest electricity consumer [3]. In the last decade, tariffs for electricity were growing steadily whereas
tariffs for water remained the same. The division between revenues in the form of water tariffs and
expenses in the form of costs for electricity threatens the financial sustainability of WAJ.

Given the number of possible synergies, there is currently limited dialogue between the two
sectors, leading to very few cooperations between the water and energy sectors. A water-energy nexus
in Jordan could, for example, mean renewable energies providing the electricity needed for water
pumping systems. Existing feasibility studies show that such solutions could significantly reduce
electricity generation costs [4]. The saved budget can be used for, e.g., investments in improved
water pumping systems to avoid water losses. In the energy sector, the utilization of existing water
basins as hydro energy storage systems, given suitable geographical features, can facilitate further
deployment of renewable energies. However, implementations of participatory governance solutions
require trade-offs in both water and energy policies.

This paper discusses how a participatory governance approach can contribute to and increase
sustainability in the water sector as well as the energy sector. The results described here are the outcome
of stakeholders’ interactions at a workshop with relevant parties of the Jordanian water and energy
sectors such as the Water Authority of Jordan (WAJ), National Electric Power Co (NEPCO), Energy &
Minerals Regulatory Commission (EMRC), Aqaba Water Company (AWC), Ministry of Energy and
Mineral Resources (MEMR), Ministry of Water and Irrigation (MWI), and Yarmouk Water Company
(YWC) as well as scientific partners such as University of Jordan (U]) and international participants
such as Europa Universitit Flensburg (EUF) and International Institute for Applied systems analysis
(ITASA) in Amman, Jordan in October 2019. The workshop was supervised by GIZ, EUF, IIASA, and UJ
and established in expert-led break-out groups, discussing techno-economic aspects of the energy
and water system followed by a multi-criteria decision analysis (MCDA) to evaluate social-ecological
aspects, preferences on a number of criteria important for both sectors as well as technical specifications
and synergies for systems’ solutions.

2. Background

The water-energy nexus is a complex problem that requires upgrading existing infrastructure,
changes in legal and institutional frameworks, new technological solutions, and new forms of
cooperation between various stakeholders involved in the energy and water sectors. There is no fixed
definition for the water-energy nexus. It merely describes the interdependencies between the water and
energy sectors. The first generation of nexus research focused on quantitative input-output modelling
to empirically demonstrate interdependencies and options for optimizing resource management;
currently, the number of scientific works on how nexus approaches are conditioned by property
rights regimes, economic growth strategies based on resource extraction, and the ability to externalize
environmental costs to other regions and states [5].

It became and is becoming increasingly necessary to respond to the production and consumption
trade-offs, which have emerged with the increase of scarcity and competition over the last decades.
The nexus highlights the need to study and develop the use and management of both resources in a joint
way. Prerequisite to technological solutions, infrastructure developments, or even legal frameworks



3. Water-Energy Nexus: Addressing Stakeholder Preferences 37

Sustainability 2020, 12, 6168 3of16

in the nexus context is a profound understanding of joint challenges and opportunities and the will
to cooperate between the relevant stakeholders. This is facilitated through participatory governance
methods and multi-criteria decision-making exercises to find a consensus and important criteria for
the nexus.

While studying the energy-water nexus in the Middle East and North African region, [6] a highly
skewed coupling of water and energy was found, with a relatively weak dependence of energy systems
on freshwater, but a strong dependence of water abstraction and production systems on energy.

2.1. The Energy Sector

Currently, about 39% of the primary energy is used for electricity generation, with smaller shares
for transport, heating, industrial use, and others. In 2018, renewable energy projects contributed to
10.8% of the generated electricity and 23% of the total installed capacity [7]. In 2018; about 82% of
Jordan’s electricity was supplied by imported oil, 12% by imported natural gas, while only about 8%
were covered by renewable energy resources [8], which is an increase from only 2% (Renewable Energy
Sources) RES in 2013 [9]. The aim for 2020 is to generate 20% of electricity by RES, 15% by oil shale,
and to reach 30% renewable energy generation by 2022 [9]. Table 1 below lists some key figures from
the energy sector in recent years.

Table 1. Key figures from the energy sector in recent years.

Peak Load Available Generated Consumed Loss

(MW) Capacity (MW)  Energy (GWh)  Energy (GWh) Percentage (%)
2014 3050 4189 18,269 15,419 14.40
2015 3470 4455 19,012 16,178 14.89
2016 3250 4465 19,661 16,700 13.77
2017 3220 4529 20,824 17,504 13.10
2018 3205 5236 20,692 16,392 13.30

Source: Ministry of Energy and Mineral Resources, 2019; NEPCO, 2018; EDAMA, 2019.

One of the targets of the energy policy in Jordan, which is reflected in two major documents,
the updated National Energy Strategy (2015-2025) and National Master Plan of the Energy Sector
(2007-2020), is to reduce the nation’s dependence on imported energy sources.

The sustainability of the energy sector in Jordan, on the other hand, is influenced by the ongoing
energy transition. In 2019, the Ministry of Energy declared to pause further development of renewable
energy sources because of insufficient grid capacities and lacking technical abilities to manage demand
peaks due to the volatility of electricity generation from renewable energy sources [10]. This solution
is unsustainable, in the light of potential electricity demand growth due to growing needs for, e.g.,
cooling and desalinization, especially considering the abundance of renewable energy sources in the
country. Furthermore, one major aim of the Jordan energy security policy is a reduction of energy
import dependencies, which could be achieved with a higher share of renewable energy in the system
or utilizing domestic fossil energy sources, such as oil shale [11].

2.2. The Water Sector

The water policy in Jordan is mainly driven by concerns about the current and future water
supply. Currently, Jordan is among the 18 countries in the world with the highest risk of water scarcity.
Competition for the use of the water resource can lead to conflicts between water users in irrigation and
agriculture as well as in energy generation and private consumption [12]. Water supply and sanitation
in Jordan can be specified by severe water scarcity exacerbated by forced immigration [13].

Jordan shares surface and groundwater resources with neighbouring countries. The surface water
is shared through the water flows from the Yarmouk and Jordan Rivers to the Dead Sea. In the 1940s
and 1950s, Jordan’s river flow was 1.2 billion m? annually but in 2016, the flow was limited to 150 MCM
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(million m3) because of the excessive use, diversion, and damming of the Jordan River’s water by
neighbouring countries. The share of the Jordan and Yarmouk river water for Jordan was stipulated in
agreements between Jordan and upstream neighbouring countries, however, these quantities are not
being realized. The groundwater of Jordan is shared with Saudi Arabia through Disi Aquifer, a signed
agreement to share the aquifer between the two countries [4].

Risks to energy and water security are recognized globally as one of the most serious and
significant risks. In 2016, the World Economic Forum conducted a ranking of global risks. Three out of
the top five risks are concerned with energy (a failure of climate change mitigation and adaptation,
or a severe energy price shock) or water (water crises). Given all the interrelationships between water
and energy, it is apparent that the subject has to be approached in an integrated way. Still, the delivery
chains of water and energy are mostly managed in ‘silos,” where the silos not only represent different
professions and sectors but also different institutions. It is apparent that the infrastructures of energy
and water have to be designed and operated in a more integrated way [14]. Additionally, there are
several cases from various countries where requirements for water by energy generation became an
issue of serious social conflict [15]. While studying various cases of conflicts above water energy
usage, scientific evidence shows that localized challenges for the water—energy nexus are diminished
when considered from broader perspectives, while regionally important challenges are not prioritized
locally [16].

There is a number of potential international projects to increase the water supply of Jordan such
as Red Sea—-Dead Sea Project (RSDSP). This is an international project which includes three beneficiary
parties: Jordan, Israel, and Palestine. The major aim of this project is to save the Dead Sea from
environmental degradation and to provide desalinated water to reduce water shortage in Jordan.
However, the implementation of the project is currently delayed because of political tensions between
the participating countries.

Jordan has an annual availability of water of less than 150 m3 per person. Jordan’s per capita
water availability has decreased from 3,600 m3/year in 1946 to 150 m3/year in the present, putting the
nation far below the 500 m3/year level as defined by the WHO [3].

The water policy framework in Jordan is well-developed and includes a number of specified
policies such as Water Demand Management Policy or Groundwater Sustainability Policy. Currently,
implementation is a key challenge. The policy targets are mainly shaped by the National Water Strategy
for the period 2016-2023, including the financial sustainability of the water sector, enhanced services
of water and wastewater, supply of water to meet the demand for all uses as well as water resource
sustainability and protection [4].

Jordan’s water withdrawal or water demand, which is the annual amount of water withdrawn,
amounts to 1.1 billion m3 per year. “Water consumption” or “water use” is the portion of water use
that is not returned to its original water source after being withdrawn. The sources of water in Jordan
are 27% surface water, 14% treated wastewater, and 59% groundwater. The available renewable water
resources for different purposes are around 853 MCM annually, while the estimated water demand
quantity for all sectors is 1412 MCM in 2017, of which 54% is used for the agriculture sector, 52% for the
domestic sector, and 3% for the industry sector. In 2016, there were 33 different Wastewater Treatment
Plants (WWTPs) discharging approximately 137 MCM per year of effluent. This volume combined
with the decreased volumes of freshwater is available for irrigated agriculture [3].

Greywater reuse has been practiced in Jordan for a long time. A report by the Center for
Development Research in 1999 estimated that 60% of the households in Amman and 30% in rural
Jordan reused water within the household. However, there are some barriers to implement greywater
reuse systems in an extensive way in Jordan, which include: (1) hydraulic systems in Jordanian houses
which include, in most cases, the pipes of greywater which are not separated from blackwater pipes;
(2) characteristics of wastewater in Jordan which are different from other countries because the average
salinity of municipal water supply is 580 ppm of TDS and the average domestic water consumption is
low; (3) low cost of water as the water sector in Jordan is highly subsidized and the domestic consumers
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are not paying the actual costs of the water. The low prices of water reduce the effective ‘financial
savings’ to be made by reusing greywater.

Rainwater is being harvested in many Jordanian houses. The Ministry of Public Works and
Housing (MPWH), in cooperation with MWI, has included rainwater harvesting in the new water and
sanitation plumbing code [17]. This code illustrates where and how rainwater harvesting is feasible
and cost-effective. However, for customers paying at the low water tariff, the preliminary feasibility
analysis indicated that the harvesting system is not economically feasible when compared to utility
water supply [18].

Groundwater contributes to around 59% of the total water supply, which makes around 618.8 MCM
per year. The groundwater mainly comes from 12 major groundwater basins. Six of these basins are
already over-exploited [2]. There is a high risk that the country’s aquifers will be completely depleted
by 2030 because of the impacts of climate change and unsustainable water usage. The impacts of
global warming, such as an increase in temperature, less frequent precipitation, and an increase in the
intensity of extreme weather events, affect water quality and quantity [19]. According to the Global
Freshwater Initiative, the precipitation in Jordan will decline by 30% in comparison to the current level,
and the occurrence of drought will triple by the year 2100 as a result of climate change. It is projected
that by 2025, the water demand in Jordan will exceed the available water resources by more than 26%.
According to the Regional Initiative for the Assessment of Climate Change Impacts on Water Resources
and Socio-Economic Vulnerability in the Arab Region (RICCAR), the decrease in water availability will
be particularly severe after the year 2040 [20].

Around 42% of the drinking water for Amman stems from water sources situated 20 to 76 km
away. As these sources are elevated up to about 1,200 m, they consume around 14% of the total
electricity generated in Jordan, which amounts to 1,685 GWh.

Currently, the average electricity consumption per cubic meter of billed water is 4.31 kWh/m3 [4].
Water pumping is the largest energy consumer in the water sector as the water system in Jordan has to
rely mainly on resources located at a considerable distance from urban areas.

The reliability of the water supply is influenced by growing energy tariffs. Electricity consumption
by the water sector continues to grow due to groundwater depletion that requires pumping water from
lower levels, water desalination projects, and overall increased water demand. Currently, the revenues
in the water sector are sufficient to cover around 70% of the total operation and maintenance costs,
which also include capital costs, depreciation, and recovery. In the year 2017, electricity costs constituted
43% of the total operation and maintenance costs of the water sector and the electricity bill amounted to
161 million Jordanian Dinar (JD). The electricity tariffs continue to grow since in the year 2017, the water
sector purchased electricity with a tariff of 0.094 JD per kWh, and in the year 2018, the electricity
tariffs jumped to 0.140 JD per kWh, according to the conducted interview with the Former Head of
finance and International Cooperation Directorate at Water Authority of Jordan-WA]J [21]. However,
the published tariff for water pumping is 0.115 JD per kWh for the period from July 1, 2018 until now,
according to the official website of Electricity Distribution Co (EDCO).

Moreover, a significant share of electricity is wasted because of the inefficiencies and physical
losses mentioned above. For example, in the year 2017, the estimated non-revenue water was estimated
at 48% with corresponding energy losses. Furthermore, administrative inefficiencies account for more
than 50% of these losses and the remaining losses are due to physical losses from the networks [3].

2.3. Challenges and Opportunities

The water—energy nexus is mainly regulated by the Energy Efficiency and Renewable Energy
Policy for the Jordanian Water Sector which was published in 2015 by the Ministry of Water and
Irrigation of Jordan. It has two main targets: the reduction of energy consumption billed water by 15%
and an increase of the share of renewable energy sources in the power generation for the water sector
by 10% until 2030 in comparison with the year 2018.
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There are a number of possible synergies between the water and energy sectors, but each of
them has associated benefits, risks, and costs that require trade-offs in decision-making and policies
as well as coordinated actions for implementation. These options include international and national
cooperation and the implementation of renewable energies in the water sector. For example, renewable
energy projects such as solar pumps can be an option to contribute to sustainability in the water sector
while reducing the specific power consumption.

Due to the high cost of energy used within the water sector, the Ministry of Water and Irrigation
(MWI) aims to improve the performance and sustainability of the water sector through improving
the energy efficiency in water facilities in order to decrease the specific power consumption for water
supply and introducing renewable energy technologies to protect the environment and to reduce
energy price volatilities in the water sector [4].

Another approach is the multiple wastewater recovery, which is nowadays one of the most
desirable options. The technology is also mature and feasible. Such an approach can save water.
It can also help to reduce production costs and energy demand by eliminating unnecessary treatment
and long-range conveyance, as it typically aims at local reuses. There are different wastewater reuse
goals such as direct potable use, indirect potable use, non-potable uses, and industrial uses which are
connected with various requirements and various technological options [22]. However, the wastewater
treatment facilities are among the major energy consumers at the municipal level worldwide and make
a significant fraction of the municipal energy bill. On the other hand, wastewater and its by-products
contain energy in different forms: chemical, thermal, and potential. Here, new technologies could help
to optimize water usage. For instance, recovery of the energy content of process residuals could allow
significant additional energy recovery and increased greenhouse emissions abatement [23].

Pumped hydropower plants (PHS) can be another, most beneficial synergy to contribute to the
sustainability of the energy sector. PHS plants offer the opportunity to store large quantities of energy,
and the flexible management of water pumping can greatly contribute to shaping energy demand
profiles by shifting loads from peak consumption hours to peak production hours. Water can be used
to store energy in the dams along the Jordan Valley and in Aqaba. The King Talal, Wadi al Arab,
and Mujib Dams could provide 500 MW power and store 3,000 MWh/day [2]. The implementation of
these projects faces two major challenges; primarily, high investment costs and secondly, a necessary
change in the energy tariff scheme to ensure financial sustainability.

Technological solutions for the joint challenges of the water and energy sectors are not the focus
of this paper; however, in expert sessions during an on-site workshop in Amman, Jordan, in October
2019, a number of possible options were discussed. The solution with the highest potential according
to local stakeholders is the deployment of water pumping systems powered by photovoltaic (PV) as
well as pumped hydroelectricity storage systems. Among the other options discussed were in-pipe
hydro solutions, floating PV to reduce evaporation rates of water as well as reducing the current 60%
of water losses (non-revenue water), constraint zero feed-in for renewable energy to facilitate hybrid
systems and desalination plants to meet the increasing water demand. Desalination, however, was not
voted to be of the main interest.

2.4. Projects

There are two large-scale international cooperation projects, which are currently under consideration.
The Red Sea—Dead Sea Water Conveyance project (RSDS) and the Interconnected Gulf Grid project.

The RSDS project is envisaged to become one of the main sources to meet the increased water
demand in Jordan. The major aim of this project is to save the Dead Sea from environmental
degradation and to provide desalinated water to reduce water shortages in Jordan. The project includes
the construction of a desalination plant in the north of Agaba city, with a capacity of 80-100 m>/year
of desalinated water, conveying the brine to the Dead Sea in order to reduce the decline of its water
level. The project faces two major challenges, one being the international cooperation, especially with
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Israel and Palestine, which is not resolved yet, delaying the process since 2013 due to political tension
between the parties. The second challenge is the high investment costs of around 11 billion US dollars.

The Interconnected Gulf Grid is another project. In addition to the existing electrical interconnection
line with Egypt and Palestine, the National Electric Company (NEPCO) signed a memorandum of
understanding with Gulf Cooperation Council Interconnection Authority (GCCIA) during 2016 to
conduct technical and economic feasibility studies for electric interconnection with Gulf [9]. In 2019,
Jordan, Egypt, and the GCCIA agreed to form a joint technical committee and draft a memorandum of
understanding to frame the basics for implementing a power connection project between the Arab Gulf
countries” power grid and Europe’s power grid through Jordan and Egypt [10]. The Jordanian Energy
Minister stated that this project will have positive impacts such as improving the electric system’s
stability, economies, and enhancing energy exchange.

3. Methodology

The difficulties within the water—-energy nexus are connected with existing conflicts between
various stakeholders. Therefore, water-energy governance needs the development of cooperation
schemes and compromised solutions on contested issues, design, and implementation processes.
This can lead to conflicts in decision-making processes, in which some parties are trying to exclude
others, resulting in winners and losers. Decision-making processes can also lead to inefficiencies when
benefits from synergies in water and energy policy schemes and efforts are ignored and lost. When
well applied, a participatory governance methodology can integrate views, visions, and opinions of
different stakeholder groups. Such a methodology tends to be more sustainable, less prone to conflict,
and better balanced, even though it might be more time-consuming for stakeholders to engage.

The framework of the participatory approach in this paper is a decision analytical approach in a
multi-stakeholder and multi-criteria environment, supported by elaborated decision analytical tools
and processes. The framework includes various scientific tools and methodologies such as methods
for elicitation of stakeholder preferences, a decision engine for strategy evaluation, mechanisms for
risk analyses, a set of processes for negotiation, and a set of decision rule mechanisms and processes
for combining these items. Such a framework has been shown to be useful for decision-making
processes such as agenda settings and overall processes, goals, strategies, policies, sub-strategies,
part-policies, understanding of consequences and effects, qualifications and sometimes quantifications
of the components, negotiation protocols as well as decision rules and processes [24-28].

3.1. Data

The framework included three steps to collect data for the analysis. The first step was an extensive
literature review including scientific analyses, strategies, and reports to identify relevant questions for
interviews with key stakeholders of the water and energy sectors.

The second step consisted of in-depth qualitative interviews (between one to two hours),
which were conducted in the period between August and October of 2019. The majority of interviews
were conducted in person while some interviews were conducted via Skype. Altogether, seven experts
from the German International Cooperation (GIZ), the Water Authority of Jordan, the Ministry of
Water and Irrigation as well as Dorsch International Consultants were interviewed, identifying key
challenges and criteria for Jordan’s energy and water nexus.

The third step included a workshop, which was conducted on the 21st and 22nd of October 2019
in Amman, Jordan. The workshop was joined by 37 representatives of the water and energy sector.
The water sector was represented by the Water Authority Jordan (WAJ), Dorsch Engineering Consulting,
Agaba Water Company (AWC), the Ministry of Water and Irrigation (MWI), Jordan Valley Authority
(JVA), Jordan Water Company Miyahuna, Jordan Water Management Initiative (WMI) and Yarmouk
Water Company (YWC). The energy sector was represented by the National Electric Power Company
(NEPCO), the Energy and Minerals Regulatory Commission (EMRC), and the Ministry of Energy and
Mineral Resources (MEMR). In a plenary session, the background of the energy—water nexus in Jordan
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was introduced as well as the MCDA methodology and modelling approach. In three groups, one
represented by energy sector stakeholders and two from the water sector, the MCDA methodology
was applied. The participants were then subsequently split into three break-out groups, regardless of
sector, for a moderated discussion about joint synergies and challenges of the energy—water nexus.

3.2. Process

The interactions with stakeholders in this context were in a co-creative format. The concept of
co-creation has existed in many contexts over the years as a process for active involvement of end-users
in various stages of planning and production [29]. As argued, for instance in [30,31], the underlying
understanding is that co-creation (or co-production) will improve the efficiency of processes, yield
faster response times, make them more secure by reducing human errors and increase inclusion,
democracy, and participation, as the process ideally provides the same opportunities to different actors.
There is also a growing body of evidence that trust is a key issue in the successful deployment of any
kind of infrastructure and that participatory governance and co-production methods increase the level
of trust [32,33].

Another component is a decision analytical tool for evaluating the multi-stakeholder decision
problem, allowing to make preference assessments. One of the problems with standard methods
is that numerically precise information is seldom available and most decision-makers experience
difficulties with entering realistic information [24,25]. There have been many suggestions for handling
the requirements for decision-makers to provide precise information, such as approaches based on
capacities, sets of probability measures, upper and lower probabilities, interval probabilities and
utilities, evidence and possibility theories, as well as fuzzy measures [34-37].

The computational complexity can, however, be problematic. This is extensively discussed in,
for example, [38,39]. We suggest here an implemented method for integrated multi-attribute evaluation
under risk, subject to incomplete or imperfect information. The software originates from our earlier
work on evaluating decision situations using imprecise utilities, probabilities, and weights, as well as
qualitative estimates between these components derived from convex sets of weight, utility, and probability
measures. Therefore, for the evaluation of the stakeholders’ preferences [40—43], the software DecidelT
was used.

The software manages imprecise utilities, probabilities, and weights, as well as qualitative
estimates between these components derived from convex sets of such measures [39]. Furthermore,
higher-order distributions for better discrimination between the possible outcomes are introduced
to managing belief mass over the output intervals, giving a measure of how plausible it is that an
alternative outranked the remaining ones, and thus provide a robustness measure.

Danielson and Ekenberg compare a number of state-of-the-art methods and, utilizing a simulation
approach, discuss the underlying assumptions and robustness properties while demonstrating how
the ranking evaluation procedure provides a better result than hitherto popular methods, e.g., from
the SMART family as well as AHP [44,45].

The method also includes the P-SWING method, suggested in [46]. P-SWING consists of an
amended swing-type technique while allowing for intermediate comparisons as well, allowing for
analyses of solution robustness. The multi-criteria decision problem is evaluated as a multi-linear
problem calculating weighted averages over the polytopes spanned up by the ordering constraints, or,
more precisely, equations of the format E(A;) = Zwivij, where wj is the weight variable of criterion i
and vj; is the value variable of strategy j under criterion i. The value E(A)) is computed by solving
successive optimization problems by the software, see [47] for mathematical details [48].

The ranking of criteria and scenarios could be represented as a matrix of choice, where trade-offs
between scenarios can be identified as well as the most popular and accepted scenarios.

The application of the decision framework includes the following stages:
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e Development of relevant criteria, which were determined based on available literature examining
the water and energy sectors in Jordan, their targets, challenges, and existing strategies to achieve
policy targets.

e  Presentation of an overview of the socio-economic and environmental background on energy and
water issues in Jordan, introducing previously set criteria.

e  Discussion with stakeholders in interviews and during the workshop in a plenary manner to collect
feedback on the selection of criteria, to find out whether criteria should be added or removed.

e Ranking of criteria according to their importance to the stakeholders and relative importance in
relation to other criteria.

e Ranking of previously developed preliminary scenarios describing possible energy and water
futures with regard to their importance to stakeholders and relative importance in relation to
other scenarios.

e  Quantification of criteria based on the ranking of criteria and of scenarios.

e Identification of trade-offs between sector ratings of criteria and favourable scenarios for each
stakeholder group.

3.3. Criteria

The interviews and a review of background literature identified 25 criteria of relevance for
the energy and water sectors in Jordan. Furthermore, the criteria were clustered and cumulated
based on their similarities into 12 overarching criteria, which were discussed during the stakeholder
workshop. These criteria were classified into four major groups: economic, environmental, technical,
and institutional/regulatory. The definitions of the criteria were discussed and further developed
together with the stakeholders during the workshop.

The group of economic criteria includes annual system costs per kWh. This criterion, in turn,
includes three sub-criteria, namely investment, operation and maintenance costs as well as tariffs.
The investment criterion includes all costs connected with planning, preparation, and construction of
energy or water-related infrastructure. It also includes all other related investment costs. The operation
and maintenance criterion summarizes all costs connected with the operation and maintenance of water
and energy infrastructure. The tariffs criterion includes tariffs for water and energy paid by private and
industrial/institutional consumers. Annual system costs per kWh should be the basis for tariffs.

The group of institutional and regulatory criteria includes two criteria: transboundary political
feasibility and internal institutional feasibility. The transboundary political feasibility criterion includes
all issues connected to transboundary cooperation over resource availability such as water management
issues or the functioning of interconnected critical infrastructures. This criterion also includes political
dialogue with neighbouring countries. The internal institutional feasibility criterion includes all efforts
necessary for dialogue and cooperation in a horizontal perspective between various ministries or on
the coordination of donor efforts or in a vertical perspective between local, regional, and national
levels of governance. It also includes the need to change, adapt, and streamline existing legal and
institutional frameworks for water—energy issues, as well as the necessary capacity-building efforts.

The group of technical criteria includes two criteria: security of energy supply and security of
water supply. The security of energy supply criterion includes all issues connected with the safety of
the social functioning of critical energy supply infrastructures as well as reliable energy generation,
transmission, and distribution, including covering supply and demand gaps, intermittency risks and
protecting energy critical infrastructure from various natural and man-made hazards. The security
of the water supply criterion includes the same issues as listed above, concerning the water sector
and infrastructure.

The group of environmental criteria also includes two criteria: local environmental impacts and
global environmental impacts. The local environmental impacts criterion includes pressure on local
land, air, water, soil, and other kinds of environmental resources resulting from extraction, generation,
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transmission, and distribution of energy and water services. The global environmental impact criterion
relates to the same issues, which have an impact from a global perspective.

3.4. Scenarios

During the workshop, participants weighted not only the criteria they found to be most relevant
and important for Jordan’s energy and water sectors but also ranked previously developed preliminary
scenarios. Based on literature reviews, driven by two main dimensions—water and energy—possible
futures were envisioned. The two dimensions can be described by future developments, be it of
political, economic, or technological nature. The scenario is a creation of a new future situation,
independent of former developments. Here, backcasting rather than forecasting was used, defining a
desired future and how to achieve it. The different futures open up the scenario funnel from positive
extreme scenarios, alternative futures, trend scenarios, and negative extreme scenarios on the future
horizon to 2040. In this case, for a baseline scenario, this may entail expected trends and developments
as stated in NEPCO’s and WA]’s annual reports.

The energy dimension can have three main expected futures:

e  Baseline Energy (BE) is following expected trends and developments as stated in the NEPCO
annual reports, e.g., the demand is expected to increase by an average of 3% annually from
3057 MW. This might include large scale PV and wind installations, as well as small scale nuclear.
A higher priority is given to oil shale development, with a 470 MW expected to be operational in
2020, with a focus on energy independence as well as achieving a higher share of power generated
from renewable energies, expected to cover 30% of the demand by 2022 [9]. Difficulties: security
of energy supply; grid stability; power cut-offs and possible after-effects.

e  Low Imports (L), originally called No Imports(NI), was adjusted during the workshop following
stakeholder’s feedback. The low import assumption is based on findings of the MENA-Select
project, aiming at energy independence, with up to 78 GW of installed capacity needed, including
substantial wind (15 GW) and solar (25 GW) installations, as well as geothermal plants (3.5 GW).
Large-scale CSP projects (20 GW) are needed as well as biomass (0.5 GW). Key in this scenario are
extensive storage capacities, as envisioned in the MENA-Select project with 18 GW and 40 GWh
respectively. Difficulties: sourcing of biomass; grid stability increasingly difficult with a large
share of volatile energy sources introduced; large scale RE developments needed (high costs).
It retains the acronym NI in the figures and tables below.

e  Interconnected Gulf System (IGS)is based on the NEPCO annual report of 2018. Electrical
interconnections are possible with Egypt (550 MW), Palestine (26 MW), Iraq and Saudi Arabia
to use the strengths of an interconnected electricity system. The currently (as of NEPCO, 2018)
active interconnectors are with Egypt and Palestine, the others are stalled due to current
prevailing conditions in the region. Difficulties: political tensions; a need for transboundary
international cooperation.

The water dimension can be described by:

e  Baseline Water (BW). In the baseline future, which is driven by securing water supply, deeper
and additional wells, as well as dams to cover the increasing water demand are considered.
A high priority is given to desalination and reduction in water losses. This scenario follows
expected trends and planning processes already in the works in the water sector while analysing
the expected changes in energy inputs. Difficulties: environmental impacts (disposal of brine
from desalination); energy security including the effect of power cut-offs on water supply.

e  Smart Operation (SO). Uses synergies of the water and energy sectors, e.g., using excess energy of
electricity system for water pumping (smart operation of pumps), solar-powered water pumping
or energy storage through the medium of water-pumped hydroelectricity storage. Difficulties:
sector dialogue; internal institutional cooperation.
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The combination of both dimensions resulted in six different combined scenarios, five of which
were considered during the ranking processes (Table 2).

Table 2. Energy and water dimensions of different scenarios.

Energy Dimension

. Interconnected
Baseline Energy (BE) Low Imports (NI) Gulf System (IGS)
Water Baseline Water (BW) BW_BE BW_NI! BW_IGS
dimension  Smart Operation (SO) SO_BE SO_NI SO_IGS

1 BW_NI was not considered in the rankings due to infeasibility.

In a subsequent analysis, the presented scenarios need to be filled with context and definitive
figures. The MENA-Select project already offered various energy-driven scenarios developed by local
stakeholders. In discussions with water and energy stakeholders, the possible futures needed to be
further elaborated, and technological solutions were included [46].

4. Results

The results of four rounds of ranking as well as the ranking in the group of energy sector
stakeholders showed the prevalence of economic and security rationales, namely, ranking the criterion
of average annual system costs per kWh the highest. The availability of resources was ranked as the
second most important criterion. The ranking was followed by security of energy and water supply
and by internal institutional feasibility and transboundary political feasibility. All environmental
criteria such as local and global environmental impacts were ranked at the very bottom. The local
environmental impacts were ranked higher than global impacts. The same outcome considering
environmental criteria having the lowest ranking was observed during all rounds of ranking with
slight differences; as in some rounds, local environmental impacts were ranked higher and during
other rounds, the global environmental impacts were ranked higher (see Figure 1 below).
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Figure 1. Results of MCDA (multi-criteria decision analysis) ranking for the group of energy
sector stakeholders.

The average annual system cost per kWh was not only ranked the highest but significantly higher
than other criteria. Figure 1 shows that this criterion has a weight of over 20% in all scenarios.
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For the energy stakeholder group, the most preferred scenario is SO_IGS followed by SO_BE.
These scenarios were followed by BW_BE and BW_IGS. Interestingly, the SO_NI scenario, which
foresees a high share of domestically generated renewable energy sources, was considered the least
preferable option, which is contradictory to the aim of utilizing domestic fuel sources such as oil shale
and gaining energy independence.

The results of the ranking among the two groups of water energy stakeholders, as well as the
results for the energy stakeholder group, are already described above and were more heterogeneous
not only between the two groups but also within one group. For both groups, availability of service
and security of water supply were the two most important criteria (Figures 2 and 3). Jointly, these two
criteria weigh almost 50% for some of the scenarios (e.g., BW_BE). Environmental criteria such as local
and global environmental impacts were ranked at the bottom. However, one group ranked global
environmental impacts higher and another group ranked local above global impacts.
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Figure 2. Results of MCDA ranking among the first group of water sector stakeholders.
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Figure 3. Results of MCDA ranking among the second group of water sector stakeholders.

For the first group of water stakeholders, the ranking was dominated by economic and security
criteria such as availability of service, security of water supply, average annual system cost per kWh
and security of energy supply. Annual average energy system costs per kWh ranked slightly higher
than energy security.
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Consideration of lower average annual energy system costs, involving an interconnected gulf grid
and electricity trade in the region, made SO_IGS the most preferable scenario in both groups, of energy
and water stakeholders. The weights of economic and security criteria in this scenario make up almost
80% of the entire preferences. The same is observed for SO_NI, where economic and security criteria
are dominating. However, in this scenario, the role of the availability of services is weighted much
higher than the role of the average annual system cost.

The results on energy security also demonstrated a clear preference for domestically available
resources as they are perceived to offer more security in terms of supply and vulnerability to political
tensions and import risks. The availability of services also got a significant weight in the BW_BE
scenario, where the economic and security criteria are dominating.

Interestingly, in the water stakeholder group, a strong polarization of opinions could be observed
between contrasting scenarios. One scenario involved high energy imports and the other relies on
domestically available energy resources with low imports. This means that the discussion about energy
options involving imports from other countries over domestically available resources is a contested
issue. The discussion was mainly driven by the availability of services, the readiness to accept political
risk, and further, to accept higher average annual energy system costs in order to obtain a more
secure energy supply solution. Domestically available energy sources are perceived as being more
secure as their supply does not involve energy imports and political risks. However, in the context
of Jordan, the domestically available energy source is oil shale, which has high instalment costs and
being a fossil fuel, also high external effects and social costs of energy, adding to an environmentally
harmful extraction.

The results for the abovementioned group showed that SO_IGS was the most preferable scenario
followed by SO_NI with conflicting opinions between the scenarios regarding the energy dimension.
The two following scenarios involve baseline energy futures such as BW_BE and SO_BE. BW_IGS is
considered as the least preferable scenario of all.

For the second water group, the security of water supply was perceived as the most important
criterion followed by average annual energy system cost per kWh and availability of services. Local
environmental impacts were ranked much higher by this group than by any other group. This criterion
plays a significant role in the SO_IGS scenario as well as the SO_BE scenario. Security of water supply
plays an important role in both scenarios, which involve the baseline water dimension as well as in the
SO_NI scenario.

The results for the second water group showed that both scenarios involving IGS on the energy
dimension are the most preferable scenarios, with BW_IGS the most preferable scenario and SO_IGS
the second most preferable. These scenarios are followed by scenarios involving smart operation in the
water dimension, viz. SO_BE and SO_NI. BW_BE was considered to be the least preferable scenario.

The results for all three stakeholder groups show an overarching preference for the Interconnected
Gulf System in the energy dimension. Additionally, SO (Smart Operation) is being ranked as the
most preferable and second most preferable for all three groups concerning the water dimension
(see Table 3 below).

Table 3. MCDA results for all groups of stakeholders.

Ranking 1st 2nd 3rd 4th 5th

Energy group  SO_IGS SO_BE BW_IGS BW_BE SO_NI
Water group1  SO_IGS SO_NI BW_BE SO_BE BW_IGS
Water group2 BW_IGS SO_IGS SO_BE SO_NI  BW_BE

There are two conflicting opinions apparent. Within water group 1 between IGS and NI on the
energy side (see the black square in Figure 2 indicating no clear ranking outcome between SO_IGS and
SO_NI), as well as between the two water groups regarding SO or BW as to the most preferable for the
water dimension. There seems to be no strong conflict between the energy and water groups regarding
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the energy dimension since all three groups prefer IGS. However, the conflict between water group 1
and the energy group should be further investigated since the NI energy dimension is considered to be
the second most favourable option by water group 1, whereas it was considered the least favourable
option by the energy stakeholder group.

5. Summary and Concluding Remarks

The presented results regarding water—energy nexus governance in Jordan can increase the
sustainability of the water and energy sectors. Using a computer-supported co-creative approach
for evaluating stakeholder preferences on criteria and possible future scenarios of the sectors, joint
challenges, opportunities, and preferences were identified. The MCDA approach allowed to value and
rank socio-economic aspects as well as techno-economic criteria for both systems and joint scenarios.

The here presented detailed analysis of preliminary scenarios describing possible energy and
water futures ranked under a set of water and energy sectors’ relevant criteria, indicated that there is no
fundamental conflict in opinions between the energy and water sectors. Each scenario’s performance
was also evaluated with respect to the robustness of the results, where the entire ranges of possible
alternative values and criteria weights are considered. Using second-order probabilistic considerations,
it was furthermore analysed how plausible it is that a scenario outranks the remaining ones. The analysis
of multi-stakeholder multi-criteria situations of this kind requires elaborated calculations, which is
why a decision methodology and a software tool for large-scale decisions were used to support the
evaluation. The results also indicate that the ranking results are quite stable.

The main problems in the water sector are water scarcity, the high electricity consumption for
water pumping, and the low water tariff, as current tariffs do not allow water utilities to recover all
their costs. The energy sector suffers from different problems such as excess in generation capacity at a
high cost compared to the electricity produced through renewable energy projects, its commitment to
long-term agreements to purchase fuel and oil shale projects as a result of predictions, and expectations
of increased demand for electric power.

The most preferred scenario by different groups is SO_IGS. This indicates that the two sectors
find connecting with other countries to be the most preferable solution to mitigate the problems of
both sectors. Through this option, Jordan will play a regional role by connecting to other countries to
export the excessive electricity which may enable the energy sector to generate profits and stop the
losses. The smart operation scenario will enable the use of innovative energy technologies, such as
load shifting, energy storage, water pumping without electricity grid connection, and energy recovery
through small hydropower plants.

The water and energy sectors are fundamentally linked. In Jordan, especially in the face of a
changing climate, a water—energy nexus holds a number of challenges but also opportunities. A key
point in exploring synergies is the identification of such, as well as the communication between the water
and energy sectors. The nexus is a complex problem, which requires new forms of cooperation between
various stakeholders involved in the energy and water sectors to avoid lasting conflicts and inefficiencies.
Employing a participatory multi-stakeholder, multi-criteria framework to the energy-water nexus case
in Jordan promotes a clear understanding of where different stakeholder groups stand; especially in
the context of the energy—water nexus, where common challenges and synergies need to be identified.
The previously poor communicative situation between the energy and water sectors was improved
through the presented approach facilitating dialogue and discussion. Furthermore, the sectors were
able to develop joint solutions for common problems. This understanding and agreement can form
the basis of a joint water—energy nexus policy used in the continued negotiation process between
and within national and international cooperation, as well as promoting and developing acceptable
suggestions to solve complex problems for both sectors.
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Abstract: Jordan is affected by an ever changing environment in the midst of climate change, political
challenges, a fast growing economy and socio-economic pressures. Among other countries in the
Middle East and Northern Africa, Jordan is facing a number of electricity related challenges, such
as a rising energy demand, high dependency on fossil fuel imports and management of local, fossil
and renewable resources. The paper presents an analysis based on an open source optimisation
modelling approach identifying a cost-optimal extension of the Jordanian electricity system with
growing demand projections until 2030 utilising pumped hydro energy storage and determining the
costs of different CO, mitigation pathways. The results highlight the large potential of renewable
energy for the cost effective, environmentally friendly and energy independent development of the
Jordanian electricity sector. A share of up to 50% renewable energy can be achieved with only a minor
increase in levelised cost of electricity from 54.42 to 57.04 $/MWh. In particular, a combination of
photovoltaic and pumped hydro storage proved to be a superior solution compared to the expansion
of existing shale o0il deployments due to high costs and CO, emissions. Aiming for a more than 50%
renewable energy share within the electricity mix calls for substantial wind energy deployments. In a
system with a renewable energy share of 90%, wind energy covers 45% of the demand.

Keywords: energy system modelling; open science; GHG mitigation; pumped hydro storage;
scenario analysis

1. Introduction and Background

Jordan is, in the midst of global warming and socio-political pressures, at an energy crossroads.
Despite being in the middle of several oil-rich countries in the Middle East, Jordan is struggling to
increase energy independence, being reliant almost entirely on fossil fuel imports. Despite having
substantial renewable energy resources to increase energy independence and reduce greenhouse
gas emissions, the most recently published energy strategy for 2040 [1] is more than conservative
regarding their aims to increase the renewable energy share. Prior to the Arab Spring, Jordan relied
almost entirely on natural gas imports from Egypt for electricity generation, which were disrupted
in 2013 [2]. To satisfy energy demands, Jordan consequently switched to a petroleum based system.
The government introduced substantial fuel subsidies to meet the increased costs and make energy
available and affordable for the population [3], resulting in major governmental debt.

Between 1960 to 2011, six regional conflicts had direct or indirect effects on the energy sector in
Jordan, namely, the Six Day War, the Lebanese Civil War, the Irag-Iran War, the First Gulf war, the
invasion of Iraq and the Egyptian revolution [4]. More recently, Jordan has been facing additional
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challenges concerning the energy and water sectors, such as a low level of foreign investment and
substantial population growth due mainly to migration from war stricken Syria [5,6]. Unfortunately,
there is a lack of literature dealing with the roles of foreign policy and politics and energy security in
the case of Jordan. This rapidly changing and highly uncertain environment underlines the necessity
for highly flexible energy system analysis tools to swiftly adjust to new circumstances.

1.1. Electricity Supply and Demand

Regardless of being in the midst of several oil-rich countries, Jordan struggles to secure its
own energy resources for improved energy independence. Only recently, local oil shale resources
were exploited, and a minor share of locally extracted natural gas was introduced to the system [7].
Table 1 introduces the installed capacities of Jordan's electricity system as of 2018 and the near-term
forecast for 2023. In 2011, 97% of Jordan’s energy needs were covered by oil and gas, consuming 19%
of the Jordanian gross domestic product (GDP) [8] and only 2% were covered by renewable energy
sources [9]. More recent, figures show that 19% of the installed capacity is covered by renewable
energy power plants with 10.7% of the electricity generation of 2018 being covered by renewable
energy sources [7]. Within the National Energy Masterplan for 2007-2020 [10] a reduction of energy
dependency from 82% to 40% in 2020 was envisioned, which was not achieved, as Jordan is still
importing 94% of its oil and gas to meet energy needs [11]. In 2018, 15% of the total electrical power
consumption was used for water pumping, 45% in the residential sector, 22% in the industrial sector,
15% for commercial purposes and 2% for street lighting [12]. However, Jordan holds large renewable
energy potential [5].

Table 1. Installed capacities in MW of Jordan’s electricity system in 2018 based on NEPCO data [7] and
for 2023 based on [1] with planned projects and retirements of conventional units (CC: combined cycle
gas turbine, GT: gas turbine, DE: diesel engine, ST: Steam turbine)

CC GT ST DE Shale-ST Wind PV  Hydro

2018 2740 83 602 814 - 280.4 698.4 12
2023 2567 83 363 810 470 663 1144 12

In 2018 the Jordanian peak load amounted to 3205 MW, which meant a decrease by about 3.4%
from 3320 MW in 2017 [7]. NEPCO (National Electric Power Company) expects an increase of 1.9%
by 2019 and a further 3% increase annually between 2019 and 2040 [7,12]. This means an electricity
demand increase from 20,143 GWh to 38,261 GWh in 2040. Omary et al. [13] analyse the peak power
demand development in three scenarios. The business as usual scenario assumes that the demand for
electrical energy will grow continuously according to the growth of the last decade, reaching 25.3 TWh
in 2030. The upper scenario assumes a higher increase with 30.3 TWh in 2030. The lower peak demand
development path assumes a much lower demand of 15.8 TWh. Earlier studies examining potential
future energy systems for Jordan, such as [14], expected an electricity demand of 106 TWh in 2050.
This is due to the demand development between 2007 and 2013, showing a steady growth of electricity
loads with an actual increase in consumption of 6.8% on average per year in the mentioned time
period [8,12,15]. This was predicted to resume with a projected growth rate of 7.4% annually between
2014 and 2020 within the Master Strategy for Energy in Jordan [10], leading to an overestimation
of the current demand. However, the most recent study from the Jordanian University of Science
and Technology from 2019 [16] estimates a higher demand of 82.4 TWh for 2050 partly because of an
electrification of other sectors. The unexpected demand decrease between 2018 and 2019, however, lead
to a halt in the development of renewable energy projects. Before 2018, Jordan was progressing with the
installation of renewable energies, becoming a leader in the Middle East on renewable developments.
However, Jordan suspended renewable auctions and licenses for projects of 1 MW as of January 2019,
due to concerns related to grid capacities [17]. Even considering a strictly fossil fuel based system,
the future rising demand needs to be addressed, giving more stress to the grid, invalidating the
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argument of lacking grid capacity. Additionally, Jordan cancelled the tender for the first planned
electrical storage project for renewable energy in 2020, inter alia due to the uncertain financial situation
because of the global pandemic.

1.2. Strategies and Targets

A number of energy strategies were developed in Jordan: among others, the most relevant are the
Energy Strategy 2030, the Energy Sector Strategy 2015-2025, the National Renewable Energy Action
Plan, the National Energy Efficiency Action Plan and the Climate Change policy. However, some aims
and visions are contradictory and incompatible, and previously set targets and goals were revised
and neglected. For example the National Master Strategy of the Energy Sector for 2007-2020 and
the National Strategy for the Development of Renewable Energy Resources stated the aim of 10%
electricity generation based on renewable energies (wind and solar) by 2020, increasing to 20% by 2025.
However, the latest energy strategy released in 2019 for 2018-2030 [1] aims in the baseline scenario
at 21% for 2030, which indicates no evolution of the previously developed strategy. The penetration
of renewable energy (RE) in the primary energy supply is predicted to increase from 3% in 2017 to
5% in 2020, reaching 6% in 2025 with no further increase up to 2030 in the reference case scenario
[1]. The most ambitious scenario, increased sustainability, aims at 11% renewable penetration rate in
2030. Still, the energy import dependency will be as high as 73% in this scenario and between 92-94%
in the reference case and business as usual scenario. As a least cost solution the share of renewable
energy will not exceed 2.6 GW by 2030 (38% of installed capacity) with respect to the 2.4 GW of existing
permits, and 5.7 GW by 2050 (47% of installed capacity). Contrary to the previous energy strategy and
annual reports, which included the development of a nuclear power plant with a capacity of 220 or
660 MW being operational by 2026 [7], the revised strategy [1] does not foresee the development of
nuclear energy.

Regarding CO, emission reduction targets, the revised energy strategy [1] envisions a CO,
reduction of 10% by 2030; however, it fails to name a reference year. This goes along with the
Intended Nationally Determined Contribution (INDC)[18], which aims at reducing greenhouse gas
(GHG) emissions by 14% until 2030, again lacking a reference year. The mentioned 14% will be
unconditionally full-filled by the country’s own means at a maximal 1.5% reduction compared to a
business as usual scenario. In comparison, the European Union’s (EU) target is a reduction by 40%
in 2030 compared to 1990 levels, and carbon neutrality by 2050 [19]. The temporary freeze in new
renewable energy projects puts even this unambitious target at risk.

1.3. Research Question

The situation in Jordan puts strong emphases on energy independence and energy security
because of the political and economical difficulties in the region. The research questions in this paper
deal with the techno-economic assessment of the mid-term feature (2030). Therefore, we present an
open source model based on the Open Energy Modelling Framework (oemof) [20] for the Jordanian
electricity system. With the model the following research questions will be answered: (1) What is the
cost-optimal mix, based on the current system, to meet the future electricity demand? (2) How can
the future electricity demand be met by renewable energies in combination with pumped hydro and
battery storage? (3) What are the costs of different RE shares in the electricity system?

2. State of the Art

2.1. Future Scenarios

The most recent study depicting the current Jordanian electricity system, as of 2018, underlines the
number of challenges Jordan is facing, especially considering the current and coming energy
demands [13]. The study does not offer any scenarios where energy storage is utilised, but
does emphasise and suggest that the use of renewable energy resources could play a major role in a
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carbon relieved and more energy independent Jordanian energy system for 2030. Another recent study
on electricity generation for Jordan was conducted by the University of Jordan, identifying mainly
different scenarios in the face of two main issues, which are economic reasoning and geopolitical
uncertainties [21]. Using GAMS, the study identified Combined Cycle Gas Turbine (CCGT) units
mainly fired by natural gas in combination with PV and wind as the optimal choices with 70%, 19% and
11% shares respectively in 2018, changing to 10%, 71% and 19% in 2035. Dawoud et al. [21] recommend
providing integrated storage options, without introducing concrete possibilities. Researchers from the
school of energy systems with LUT Unjversity, Finland, [22] conducted an in-depth analysis of energy
security of a 100% renewable energy transition in Jordan by 2050, projecting renewable electricity
generation to increase from 0.1 TWh in 2015 to 110.7 TWh in 2050, 92% being covered by solar energy.
Therefore, levelised cost of electricity (LCOE) develop from 78 EUR/MWh in 2015 to 61 EUR/MWh
in 2050. For the calculation of scenarios an expansion model with 5 year time periods and an hourly
resolution within each year is applied. The study recognises the importance of energy storage within
a renewable system, introducing battery storage from 2025 onwards, with an installed capacity of
1 GWh increasing to approximately 67 GWh in 2050. Additionally, a compressed air energy storage
(CAES) is included in the system in 2030, with a capacity of 31 TWh in 2050. Another study by
the Jordan University of Science and Technology from 2019 [16] established various scenarios using
EnergyPlan and LEAP, with one being 100% renewable, while others integrated natural gas, oil shale
and nuclear power. The 100% renewable scenario was introduced with a high share of concentrated
solar power (CSP), 10.6 GW, wind power of 4.5 GW and 25 GW of PV to cover the predicted demand of
2050 (82.4 TWh respective 14,350 MW peak load), and introduced a 90 GWh storage system to meet
dispatchability problems. Kiwan and Al-Garibeh [16] found that the 100% is also economically feasible,
with cumulative expansion cost of the renewable system amounting to $60 Billion compared to $52
Billion for the conventional system.

Within the MENA-Select (Sustainable Electricity Trajectories) project, participatory scenarios for
the future Jordanian energy system for 2050 were established with local stakeholders [14]. In the
other participating countries, Tunesia and Morocco, 100% renewable energy scenarios were considered
and investigated; however, Jordanian stakeholders did not explore this possibility. The lowest CO,
emissions were achieved within the no imports scenarios, reliant heavily on wind and PV (15GW,
25GW) as well as CSP (20 GW) and oil and gas (5 GW and 4 GW). Here, the largest energy storage
(batteries) was modelled, with a capacity of 18 GW and an energy capacity of 40 GWh. Although
this scenario is by far the most expensive, it was ranked the most preferable by local stakeholders
due to the increased energy independence. However, due to changing developments, these scenario
are not suitable to give guidance for the near and mid-term future. In another consecutive study,
ITASA (International Institute for Applied Systems Analysis), among others [23], identified that energy
security is preferable for all stakeholders over environmental concerns, which might be why a 100%
renewable option is not as relevant for Jordan as for other countries.

2.2. Pumped Hydro Storage

The possibility of a pumped hydro storage system for Jordan was analysed within the Renewable
Energy and Energy Efficiency Program for Jordan [24,25]. Pumped hydro storage (PHS) can facilitate
a smoother integration of renewable, volatile energy sources into the national electricity system,
if geographical features are beneficial. In Jordan, out of ten water reservoirs, three were identified to
hold potential for pumped storage plants, namely, Mujib, King Talal and Wadi Arab. Mentioned here
is the need for further studies to investigate the energy storage demand within the energy system,
to verify assumptions. The study, however, did not analyse the integration of a pumped hydro
storage into the Jordanian electricity system. The current energy strategy [1] advises in the increased
sustainability, minimum dependency and rational use of energy scenario, a PHS of 220 MW to be
introduced by 2025, to avoid renewable energy curtailment. Furthermore, the strategy selects Mujib
as the only cost effective option. Generally speaking, a number of studies have been conducted that
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have identified the benefits of hybrid pumped hydro and battery storage for renewable energy based
power systems, e.g., most recently [26]. In the Jordanian context, a number of studies have analysed in
detail the renewable energy potential, such as a study by the Tafila Technical University [27] revising
the renewable situation in Jordan in 2005. Here, a strong case for pro renewable energy was made,
regarding energy security, energy independence and potentially lowered costs due to less operation and
maintenance, as well as the environmental benefits in contrast to conventional energy sources. A more
recent study of 2019 [28] explored the possibility of a combination of wind and pumped hydro storage
within the Jordanian energy system. The team from the Yarmouk University, the University of Jordan
and Texas A&M University used a Matlab optimisation toolbox to find the cost-optimal solution,
showing that a combined wind and hydro storage system is economically, environmentally and
technically more efficient than conventional power generation with CO, emissions and conventional
grid energy purchases being reduced by almost 25%.

2.3. Contribution

As the State of the Art section shows, several modelling and scenario efforts have been made
around the future Jordanian energy system. However, there is not an open source energy system
modelling approach for Jordan, nor have the defined research questions been addressed. To our
knowledge, no studies analysed how the existing energy system can be extended by renewable energy
sources in combination with pumped hydro and battery storage to meet the expected rising energy
demand in Jordan. In fast changing environments, open source models with open data can be of
great value to adapt in a short manner. Additionally, the presented open source model can be used
to assess similar research questions for any other country. Therefore, the presented work not only
contributes to the scientific debate on decarbonisation of energy systems for climate change mitigation
in Jordan, but also builds an important bridge for capacity building and development cooperation for
other countries. The tool can facilitate a discussion among different sectors, e.g., the water and energy
sectors, to identify joint solutions for common problems.

3. Mathematical Model

The developed and applied model is a linear (mixed-integer) optimisation model for the Jordanian
electricity system. It is based on the open source package oemof-tabular [29]. In the following,
endogenous (optimisation) variables are shown in bold to differentiate between these and exogenous
model variables. The model minimises total operational cost for the time horizon T and all units u € U,
and annualised investment cost of all units i € I, along with storage investments of all storage s € S
for the Jordanian electricity system. Elements of the sets for the scenarios are listed in the Appendix A.
The respective objective function is given below in Equation (1). The implemented model as well as
the input data are provided in the Supplementary Material.

operational cost power inv. cost energy inv. cost
. opex capex,p__nom capex,e _nom
min: Y Y/ p, Y ;TP 4+ Y e e (1)
teTuel icl ses

The operational costs are calculated based on the efficiency 7, of a unit u and its fuel cost cﬁuel

according to Equation (2). Annualised investment costs c“’P** are calculated based on the lifetime 7,
weighted cost of capital (WACC) i and specific investment cost of a technology CAPEX, along with
the fixed operation and maintenance cost FOM in Equation (3). The scenario specific values for this
study are found in Table 2 in the next section.
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Table 2. Scenario assumptions for the year 2030. Renewable energy profiles (FLH) have been calculated
based on renewables.ninja [30,31]. For calculation of annualised investment, weighted cost of capital
(WACC) 5% was applied in all scenarios.

T FOM CAPEX el FLH Lifetime
) (%/cCaPEY) ($/kW)  ($/MWhy,) (h) (Years)
Wind 1 3 1182 [32] - 2050 20
PV 1 2 750 [32] - 1912 20
CCGT 0.48[1] 3.5 800 [1] 20.5 - 30
GT 0.33 [1] 3.5 550 [1] 20.5 - 30
ST 0.38 [1] 3.5 1300 [1] 20.5 - 30
DE 0.33 [1] 35 20.5 - 30
Qil shale ST 0.32 [1] 3 3720 [16] 25.2 - 30
Battery (power)  0.86[33] 3 306 [33] - - 10
PHS (power) 0.80[33] 1.5 1500 [34] - - 60
¢) (%/CAPEX) ($/kWh) ($/kWhy,) (h)
Battery (energy) 1 0 285 [33] - - 10
fuel
copexu — u (2)
Nu
(i-(1+10)")

ccaPex — C APEX - - (1+ FOM) 3)

(A+1)"-1)

Demand must equal the sum of supply of all producing units, as described in Equation (4).
Note that in the case of the storage units, p can also take negative values when the storage is charging.

Y Py =di+piet VteT (4)

uel

For all investment units, the supply is limited by the installed nominal power p/°"* described in
Equation (5).

0<p,, <p/" VieLteT (5)
P < p?om <7 Viel (6)

The energy storage balance in Equation (7) is applied for all modelled storage types. The balance
includes standing losses #'°° as well as charge and discharge efficiencies 7/ %"

pout . )
st = €5 1 -ploss 772’; +pey 15" VseS,teT 7)
S

Additionally, the power of the storage is limited by the optimised nominal power shown in
Equation (8).

—ps" < pgy <Py VseS,teT (8)

For all RE technologies, i.e., PV and wind, the power output is determined by Equation (9) where

cfmf "¢ is the time-dependent normalised generation profile of the unit i € I. The profile data can
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be obtained from measurements, calculated from re-analysis weather data or directly obtained from
databases such as renewables.ninja [30,31].

piy = fprom vielteT ©)
Analogously to Equations (5) and (6), the energy storage level and its maximum investment level

are bounded as shown in Equations (10) and (11).

el Ll < o < MM s e G teT (10)
0<e <3  VseS§ (11)

For all conventional units ¢ € C, upper and lower limits for the total energy supply over the time
horizon T can be bounded with Equations (12) and (13).

Y p,>E VcecC (12)
teT
Y p,<E VceC (13)
teT

To model RE penetration within the system by an exogenously defined RE share an additional
constraint is introduced. The renewable energy share is defined by Equation (14) by the share of
conventional technologies ¢ € C.

Z Z x{low(f) < (1 _ REshﬂm) . C7m0unt (14)
teT ceC

4. Scenario Assumptions

Within this study four different scenarios are modelled to analyse the future Jordanian electricity
system. Based on NEPCO forecast, the demand for all scenarios is 28 TWh [7].

The BASE scenario, considering the existing power park of 2023 shown in Table 1, is a lower
bound to the capacity expansion. The CONT scenario includes fossil fuel contracts for minimum gas
consumption as well as operational constraints for the existing shale-oil power plant. The operation
of the shale-oil unit is exogenous, set to 7500 h full load hours. For natural gas, 24 TWhy, annual gas
consumption is set in the model. All other assumptions are the same as in the BASE scenario. As
the energy independence in Jordan plays an important role, an AUT scenario, wherein only local
resources can be utilised, has been added. Finally, the GRE scenario is an unconstrained electricity
mix optimisation (greenfield planning approach). Therefore lower bounds on the investment of units
were set; all costs and technical parameters were the same as in the BASE scenario. For all scenario
setups, different shares of RE are modelled with Equation (14).

Costs and Technology Parameter

Table 2 summarises the cost and technology assumptions for all scenarios. For battery storage
units a power to energy ratio of 1/6 was used; for PHS a ratio of 1/10 has been used in all scenarios.
The PHS potential in this paper was derived from the work of [17]. According to the study, three
(Mujib, Wadi Arab and King Talal) out of ten dams operated by the Jordan Valley authority are suitable
for PHS installations. For these dams only an upper reservoir needs to constructed. Due to geological
limitations, the aggregated PHS potential is restricted to 3750 MWh. Cost estimations for these PHS
storage units are based on reference [34].
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5. Results

5.1. Cost-Optimal Mix

The results of the scenarios for the cost-optimal mix are presented in Figures 1 and 2. The CONT
and BASE scenarios result in a similar technology mix with RE shares of around 33%. Compared to
the current power park, almost no additional investment in conventional units is required to meet the
future demand. Instead, PV is expanded by capacity of 4.27 GW while wind capacity is not expanded
for the cost-optimal mix. The GRE scenario shows that without current restrictions, the optimal mix
consists of 3.74 GW of CCGT followed by 4.47 GW of PV and 0.99 GW of GT. The only scenario where
storage units are installed is the AUT scenario. With 375 MW the PHS potential is fully exploited,
and an additional 1.28 GW of battery storage is installed. The RE share of above 60% is significantly
higher compared to the other scenarios. In addition to substantial PV capacity of 6.78 GW, wind
capacity of 3.58 GW and oil shale capacity of 2.88 GW of are installed.

Except for the AUT scenario with 10.27 TWhg of shale oil based supply, most electricity is still
supplied by conventional units in the cost-optimal mix. For the cost-optimal case with no constraints
on the RE share, 16.41 TWh is supplied by CCGT in the BASE scenario. With the contracts applied,
the oil shale unit supplies 3.53 TWh, which causes a drop in the CCGT supply to 14.01 TWh. In both
cases, around 8.16 TWh is produced by PV units. Notably, emissions of the cost-optimal AUT scenario
(9.42 million t), with a RE share of above 60%, are similar to the CONT scenario (9.62 million t) with a
RE share of about 30%, as emission factors of shale oil are higher and efficiency is lower compared
to CCGT units. Emissions within the BASE and GRE scenarios are lower with 7.93 and 8.27 million t
respectively.
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Figure 1. Installed capacities in the four scenarios and the cost-optimal case in GW (left axis) and
renewable energy (RE) share in percent (right axis).
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Figure 2. Supply and demand in the four scenarios and the cost-optimal case in TWh (left axis) and
CO; emissions in million ton (right axis).

5.2. Varying Renewable Energy Shares

Figure 3 shows the installed capacities for 2030 for all scenarios with different RE shares.
Detailed data are provided in the Appendix A. As described above, the cost-optimal mix in all
scenarios already features a RE share 30% or above. Due to the lower bound on the gas consumption in
the CONT scenario, higher shares of RE are not feasible within this setup. Compared to the status quo
(2023), results show a significant increase in PV followed by wind investment in the BASE scenario to
meet the increased demand of 28 TWh. In addition, minor investment in CCGT was chosen in the BASE
scenario up to a RE share of 50%. This shows that due to the differences in marginal cost, additional
CCGT investment is preferred instead of dispatching the shale-oil unit. PHS storage investment
becomes relevant for RE shares of above 40% and the potential is fully exploited at shares above 50%.
For up to 70% RE share, no additional storage than PHS is required to integrate the RE. Above 80% RE,
investment in battery storage starts to increase significantly with over 3.15 GW installed capacity in
the BASE-90 scenario and 3.82 GW in the AUT scenario.

Compared to the BASE scenario, a similar pattern with regard to installed capacities under
different RE shares can be observed within the GRE scenario. However, in particular for shares above
80% RE, total conventional capacities are lower. Despite higher investment in shale oil, PV plays
a bigger role than wind within the AUT scenario. In BASE-90 9.95 GW PV and 8.99 GW wind are
installed compared to 10.89 GW PV and 6.93 GW in the AUT-90 case.

The energy supply, energy demand and corresponding CO, emissions are shown in Figure 4.
For higher shares of RE, wind energy becomes more relevant and the need for additional battery
storages increases significantly. In addition, limited (long) term storage options and missing
transmissions to neighbouring countries cause high curtailment. In the BASE-90 scenario, over
35% of the RE production is curtailed. Due to higher storage capacities, curtailment is lower in the
AUT scenarios.
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With these results, three different stages within the system can be identified for the BASE scenarios:
(1) low shares for up to 50% RE where PV supply is dominating; (2) medium share of RE between 60%
and 80% where wind is higher than PV; and (3) high shares of above 80% where PV is equal to or more
prevalent than wind. This shows the energy system’s dynamic. PV has lower single technology cost
of electricity and integrates well until a certain level of RE penetration is reached. After this point,
the system value of wind starts to increase because it can supply electricity when PV is not available.
Despite excellent solar resources and low cost, up to about 50% of the electricity supply comes from
wind for scenarios of 90% RE share. A similar pattern can be identified within the GRE scenario.
In contrast, the AUT scenarios feature higher storage capacities and therefore also in all cases higher
PV supply than wind.

A major difference between the CONT and the BASE scenarios is the resulting level of CO,
emissions. Due to the shale-oil unit, emissions are significantly higher for the CONT scenario.

5.3. System Operation

Figure 5 shows the dispatch of units for the BASE-40 and BASE-80 scenario. Within the system
displayed in Figure 5a, mainly PV supply is consumed during the day while in the evening peaks and
during the night CCGT and GT units are providing electricity. Storage operation is not required
to integrate the RE. In contrast, Figure 5b shows the electricity system with a 80% RE supply.
Here, consequences of increased RE supply can be observed. Storage operation increases notably,
integrating wind and solar supply during the day and shifting this electricity to the evening peak.
In addition, the high excess of RE during the day is also clearly visible.
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(a) BASE-40 (b) BASE-80
Figure 5. Dispatch of supply and demand in a week of the year for two different RE shares within the
BASE scenario.

For the same scenarios, the aggregated state of charge of the PHS units is shown in the heat map
plot in Figure 6. The PV integrating pattern with fully charged storage units during the day and empty
storage units in the morning is visible. It can be observed that the storage is operated more intensively
in the case with higher share of RE. During the summer months, the storage is fully charged during
the whole day in the BASE-40 scenario, whereas this can not be observed in the BASE-80 scenario.
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Figure 6. Aggregated SOC of pumped hydro storage (PHS) of BASE-40 (top) and BASE-80 (bottom)

scenario.

5.4. Costs

Figure 7 shows the levelised cost of electricity (LCOE) for varying RE shares. LCOE has been
calculated by dividing the total annualised investments and operational costs by the electricity demand
covered. Note that for renewable energy systems, additional costs occur for integrating the intermittent
electricity into the system, as discussed in [35].
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Figure 7. LCOE for different scenarios and RE shares.

Clearly, the AUT scenario comes with the highest cost, as autarchy has a high price. However,
as it already features a RE share of above 60% in the cost-optimal mix, the increase in cost towards a
90% RE share setup is rather low in relative terms. The second highest cost for the cost-optimal case
can be found within the CONT scenario with oil shale supply. The green field planning scenario GRE
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highlights that a combination of CCGT and RE is more cost efficient. The LCOE of the BASE and GRE
setup do not differ significantly. With regard to rising RE shares, it can be observed that up to 50% RE
can be achieved with a very small increase in LCOE from 54.52 to 57.04 $/MWh in the BASE scenario.
For a RE share of up to 90%, LCOE increases almost to values twice as high as that in the cost-optimal
case. The effects of higher storage requirements and thus additional investment costs and high excess
electricity with curtailment can be reasons for these figures.

While PV has the lowest LCOE as a single piece of technology, the majority of the investment
costs in scenarios with high shares of RE are caused by wind energy deployments and battery storage.
The distribution of investment costs depicted in Figure A1 in the Appendix A shows that a combination
of technologies within a system that strives for high RE shares has a different value compared to a
single technology solution.

6. Discussion

The disruption of natural gas supply in 2011 caused by the Arab spring proved the unreliability
and instability of the Jordanian energy system. Ever since, the country has failed to increase energy
independence. With abundant renewable energy resources, a combination of PHS and RE energy and
efficient CCGT units is the most cost effective way for gaining increased energy independence and
simultaneously reducing GHG emissions.

6.1. Comparison with Other Studies

The presented results indicate a high share of RE within a cost-optimal energy system to meet the
increased energy demand in Jordan by 2030 compared to what is envisioned within existing strategies,
such as in references [1,7,18]. The herein determined cost-optimal energy mix includes a share of above
30% of RE by 2030, in all scenarios. In addition, the presented study also identified a greater role of wind
energy and PHS for the Jordanian electricity system, contrary to [13], which underlined the importance
of RE, while neglecting PHS utilisation though. Compared to [21], analysing the cost-optimal energy
mix combining CCGT with PV and wind (10%, 71% and 19% in 2035), the calculated results indicate a
lower share of PV—29.2% within cost-optimal mix of BASE scenario.

The integration of PHS is vital to a system with high renewable energy shares. The necessity of
PHS and long-term battery storage to increase the share of RE and increase energy independence is
recognised by [21,22]. The authors of [22] aim for 100% renewable energy supply by 2050, integrating
1 GWh of battery storage in 2025 up to 67 GWh in 2050; in this study 0.69 GWh PHS is necessary within
the BASE scenario, with a RE share of 40%, and only with a share of above 70% RE does the battery
storage become necessary. A RE share of 90% within the BASE scenario makes 3750 GWh PHS storage
necessary. Along with [1], PHS is identified as an option to avoid or limit curtailment of renewable
energies.

Supporting [27], the results clearly show reduced CO, emissions within the cost-optimal setting,
which includes in all scenarios 30% or more RE and the high potential of further reductions due to the
high potential of renewable energies within Jordan. Additionally, [28] proposed the combination of
wind and PHS to be economically, environmentally and technically more efficient than conventional
power generation in regard to CO, emissions. This is supported in this study.

As analysed within [4], a diversification of energy generation can have beneficial effects on
the energy security of Jordan. According to this analysis, most relevant measures are continuing
the decrease of imported energy through the utilisation of domestic energy resources such as oil
shale and renewable sources (wind and PV). While this is certainly true for wind and PV, shale oil is
environmentally and economically not recommendable, as shown within the here presented analysis.
Instead, under the assumption of a growing electricity demand, PHS in combination with PV and
wind energy can provide a secure, environmentally beneficial and cost effective energy supply.

Results show that shares of up to 50% RE share can be achieved by a slight increase in LCOE.
Due to required storage investment and curtailment of RE, there is a high increase of LCOE for shares
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of up to 90%. However, it is important to note that an integrated electricity system of countries in the
MENA region could reduce system costs significantly, as shown by [36]. Such integration will also help
to reduce curtailment. Similarly, smart sector integration of the water and electricity sector is another
option to increase RE penetration in the Jordanian energy system. Jordan, as one of the water-scarcest
countries on the planet [37], has a high energy demand for the water sector, which is likely to increase
in the coming years due to increased need for water pumping because of lowered water levels as well
as the need for desalination of water as an additional source of fresh water.

6.2. Limitations of the Study

The study applied an open source investment model to analyse the future Jordanian electricity
system. However, results need to be read in light of the modelling limitations. First of all, it is
important to note that no transmission to neighbouring countries and Jordan’s grid has been modelled.
While the former can help to provide a solution with lower cost, due to reduced excess and lesser
storage requirements, as discussed above, the latter can actually counteract these effects. In particular,
curtailment and storage dispatch can be higher to keep the system balanced within the country on the
distribution and transmission grid levels. Hence, storage units may be cost efficient within scenarios
of shares below 40% RE.

Another important point is the cost-optimal dispatch based on perfect competition, where the
existing contracts with independent power producers (IPP) need to be considered. While gas contracts
have been integrated, additional contracts may exist that do not allow for a reduction of conventional
power plant operation, and therefore limit RE expansion.

6.3. The Value of Open Source Tools

The context-specific boundaries, such as existing contracts, power plant characteristics and grid
constraints, are important factors when modelling an electricity system. However, that information
is not always available for scientists. In addition, political and economic dynamics can change
fundamental assumptions, such as price and demand developments, in a short period of time.
Therefore, open source approaches are of high value for further investigations. In addition to changes of
basic assumptions and input data of this study, the model can be improved or extended. Among others,
the applied Open Energy Modelling Framework (oemof) [20,29] provides the opportunity for detailed
power plant modelling with minimum up and down times, part load efficiencies and linear optimal
power flow grid modelling. Such functionalities could be integrated inside the developed model as
well. The same holds for the PV and wind profiles, as [16] states, the exact renewable profiles which
are technically feasible in Jordan have not been quantified yet.

7. Conclusions

The paper presents an analysis based on an open source optimisation modelling approach of the
Jordanian electricity system in 2030. Results highlight and confirm the great potential of renewable
energy for cost effective, environmentally friendly and more energy independent development in
Jordan. Up to 50% renewable energy within the electricity system can be achieved with only a
slight increase of levelised cost of electricity from 54.52 to 57.04 $/MWh. In particular, photovoltaic
installations in combination with pumped hydro storage, as a low cost storage technology, seem to be
a superior solution compared to the expansion of shale oil deployments due to high costs and CO,
emissions. For higher shares of renewable energy, wind energy can play an important role, making up
above 45% of the renewable energy supply in a 90% renewable energy based system.

However, high shares of renewable energy within the electricity mix require the analysis of long
term storage options and grid expansion to neighbouring countries to avoid high costs as well as
extensive curtailment of renewable energy. In addition, the water—energy sector cooperation using
flexible desalination can be an important step to integrate renewable produced electricity and attenuate
water stress at the same time. Within the transformation process, fossil fuel contracts pose a challenge,
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as they may hamper renewable energy expansion and increase integration cost. Modelling the scenario
with existing long term gas contracts shows that renewable energy shares above 33% cannot be
achieved, even under a growing electricity demand, by 2030. Therefore, strategic planning with a long
term perspective is important for the Jordanian electricity system.

Supplementary Materials: The following are available online at https://github.com/znes/oemof-jordan/
releases/tag/paper.
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Figure Al. Annualised investment cost within all scenarios in Billion US $.
Table A1. LCOE in US$/MWh
REF 40% 50% 60% 70% 80% 90%
CONT 58.76 - - - - - -
BASE 5452 5515 57.04 61.04 6992 83.68 101.83
GRE 4837 4926 5091 5479 6331 75.06 91.87
AUT 9559 9559 9559 9559 96.28 10091 109.58
Table A2. Annualised investment cost in million US $.
Gas-cc  Gas-de Gas-st Gas-gt Shaleoil-st Wind-Onshore Solar-pv  phs  Battery
CONT 138.27 70.9 55.67 7.02 118.09 64.77 261.93 0.00 0.00
BASE 144 70.9 55.67 3.07 118.09 64.77 262.27 0.00 0.00
BASE-40  140.08 70.9 55.67 3.07 118.09 135.65 288.44 5.56 0.00
BASE-50 138.27 70.9 55.67 3.07 118.09 303.45 293.54 10.43 0.00
BASE-60 138.27 70.9 55.67 3.07 118.09 479.53 332.55 30.16 0.00
BASE-70  138.27 70.9 55.67 3.07 118.09 795.27 365.10 30.16 21.22
BASE-80 138.27 70.9 55.67 3.07 118.09 881.53 460.03 30.16  346.41
BASE-90 138.27 70.9 55.67 3.07 118.09 878.64 610.81 30.16  826.25
GRE 201.19 0 0 36.84 0.00 0.00 274.11 0.00 0.00
GRE-40 184.21 0 0 37.23 0.00 113.16 304.40 19.88 0.00
GRE-50 167.89 0 0 43.4 0.00 277.35 304.91 30.16 0.00
GRE-60 154.26 0 0 52.39 0.00 480.34 333.36 30.16 0.00
GRE-70 136.23 0 0 53.36 0.00 738.83 372.42 30.16 77.48
GRE-80 102.57 0 0 29.37 0.00 807.10 477.83 30.16  410.32
GRE-90  64.84 0 0 31.69 0.00 841.63 62236  30.16  855.80
AUT - - - - 724.27 349.56 416.02 30.16 335.34
AUT-70 - - - - 686.15 460.42 451.38 30.16  406.25
AUT-80 - - 626.15 673.96 511.25 30.16  543.04
AUT-90 - - - - 471.19 676.66 668.73 30.16  1001.05
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Table A3. Installed capacities in MW.
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Gas-cc Gas-de Gas-gt Gas-st Shaleoil-st Solar-pv Wind-Onshore Hydro-ror phs Battery
CONT 2567 810 189 636 470 4267 663 12 0 0
BASE 2673 810 83 636 470 4272 663 12 0 0
BASE-40 2600 810 83 636 470 4698 1388 12 69 0
BASE-50 2567 810 83 636 470 4781 3106 12 129 0
BASE-60 2567 810 83 636 470 5417 4908 12 375 0
BASE-70 2567 810 83 636 470 5947 8140 12 375 80
BASE-80 2567 810 83 636 470 7494 9023 12 375 1320
BASE-90 2567 810 83 636 470 9950 8993 12 375 3150
GRE 3735 0 994 0 0 4465 0 0 0 0
GRE-40 3420 0 1005 0 0 4958 1138 0 247 0
GRE-50 3117 0 1172 0 0 4967 2839 0 375 0
GRE-60 2863 0 1414 0 0 5430 4916 0 375 0
GRE-70 2529 0 1440 0 0 6066 7562 0 375 295
GRE-80 1904 0 793 0 0 7784 8261 0 375 1564
GRE-90 1203 0 855 0 0 10,138 8615 0 375 3263
AUT 0 0 0 0 2882 6777 3578 0 375 1278
AUT-70 0 0 0 0 2730 7353 4712 0 375 1548
AUT-80 0 0 0 0 2492 8328 6898 0 375 2070
AUT90 0 0 0 0 1875 10,893 6926 0 375 3816
Sustainability 2020, 12, 9339 18 of 21
Table A4. Energy supply and demand in TWh.
Gas-cc  Gas-de Gasgt Gas-st Shaleoil-st Hydro-ror Solar-pv  Wind-Onshore Battery phs Demand Excess phs-cos Battery-cos
CONT 14.01 1.07 0.00 0.06 3.53 0.02 8.16 1.36 0.00 0.00 —28.0 —0.21 0.00 0.00
BASE 1641 1.94 0.01 0.29 0.01 0.02 8.17 1.36 0.00 0.00 —28.0 —-0.21 0.00 0.00
BASE-40  14.85 171 0.00 0.23 0.01 0.02 8.99 285 0.00 0.05 28.0 0.63 0.08 0.00
BASE-50 1273 1.13 0.00 0.13 0.00 0.02 9.14 6.37 0.00 0.14 28.0 1.45 0.23 0.00
BASE-60  10.55 0.61 0.00 0.04 0.00 0.02 1036 10.06 000 036 =280 -333 088 0.00
BASE-70  8.05 0.33 0.00 0.02 0.00 0.02 11.37 16.69 015 072 280 —799 115 -0.21
BASE-80 5.58 0.02 0.00 0.00 0.00 0.02 14.33 18.50 218 0.69 —28.0 —9.30 —1.07 —295
BASE-90  2.80 0.00 0.00 0.00 0.00 0.02 19.03 18.44 480 063 28.0 1025 0.98 649
GRE 19.44 0.00 0.20 0.00 0.00 0.00 854 0.00 0.00  0.00 28.0 0.19 0.00 (.00
GRE-40  16.60 0.00 0.20 0.00 0.00 0.00 9.48 238 000 020 280 —-055  —031 .00
GRE-50 1377 0.00 023 0.00 0.00 0.00 9.50 5.82 000 038 280 —-110 060 0.00
GRE-60 10.90 0.00 0.30 0.00 0.00 0.00 10.38 10.08 0.00 0.57 —28.0 —3.35 —0.89 0.00
GRE-70 8.10 0.00 0.30 0.00 0.00 0.00 11.60 1551 050 067 28.0 6.93 1.06 0.69
GRE-80 5.32 0.00 0.28 0.00 0.00 0.00 14.89 16.94 2.68 0.65 28.0 8.05 1.03 3.68
GRE-90 247 0.00 0.33 0.00 0.00 0.00 19.39 17.66 5.42 0.61 —28.0 —9.49 —0.98 =741
AUT 0.00 0.00 0.00 0.00 10.27 0.00 12.96 7.34 2.00 0.42 —28.0 —L162 —0.66 —2.70
AUT-70 0.00 0.00 0.00 0.00 8.40 0.00 14.06 9.66 2.53 0.50 28.0 295 0.78 3.42
AUT-80 0.00 0.00 0.00 0.00 5.60 0.00 15.93 1414 3.48 0.59 28.0 6.11 0.92 471
AUT-20 0.00 0.00 0.00 0.00 2.80 0.00 20.83 14.20 6.40 0.60 —28.0 =714 —0.96 —8.73
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Appendix A.1. Mathematical Symbols

Table A5. Sets used in the model description and values of these sets used within the applied scenarios.

Symbol Index Description Elements of Sets in Scenarios Unit

T t Timesteps {1...8760} h

R r Renewable units {Wind, PV} MW

C c Conventional units {CCGT, GT, ST, DE, Oil-shale ST} MW

S S Storage units {Battery, PHS}) MW, MWh
I i Investment units Scenario dependet -

u u All supply units (RUCUS) - -

Table A6. Optimisation variables used in the model description.

Symbol Description

p: Power output at timestep ¢

p"" Upper limit of power output

e Storage level of storage s at timestep
eom Upper limit of storage output

pireess Excess variable

Table A7. Exogenous model variables used in the model description.

Symbol Description

P; Upper power investment limit of unit i

2 Lower power investment limit of unit i

s Upper energy investment limit of storage s
dy Electricity demand at timestep ¢

nhoss Standing loss of storage s

nin Charge efficiency of storage s

nout Discharge efficiency of storage s

el Operational expenditure of unit u

cf”pex’p (Annualised) power expenditure of unit i

cg Pt (Annualised) energy capital expenditure of storage s
cf rofile Generation profile of renewable energy unit r

ec Emission factor of power output of unit c
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Introduction & background

Energy is key for the well-being and development of all societies. Es-
pecially Small Island Developing States (SIDS) are facing numerous so-
cial, economic and environmental challenges when it comes to energy.
Smaller market size in comparison to larger developed nation counter-
parts makes diversifying conventional power generation almost impos-
sible, which favours large utility monopolies. In addition, most SIDS lack
natural fossil resources and have difficulty diversifying economically
(UNDP, 2018). Also, SIDS, including Barbados, are playing an increas-
ingly important role pushing for climate action. With a dependence of
more than 95% on fossil fuel imports, Barbados faces economic vulner-
abilities that translate into high electricity prices (Henderson, 2013).
At the same time, Barbados is the first island in the English-speaking Ca-
ribbean to commit to using 100% renewable energy (Henry et al., 2015).
The heavy reliance on fuel imports for energy generation and transpor-
tation has affected and is affecting the nation's economic growth and
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social development. Barbados has favourable wind and solar resources
to aim for a high share of renewable energy sources in the electricity
sector as well as the potential to electrify other relevant fossil fuel
based sectors.

Most energy system modelling at the international level and in the
SIDS is done with closed black-box energy system models (ESMs). Typ-
ically, these are pre-set models and the source code is unavailable for
third party review (Hilpert et al., 2018; Pfenninger & Staffell, 2016).
This makes the analysis of the raw data and the methods used impossi-
ble for external analysis, especially for policy planning agencies and re-
searchers. However, under the principles of the Open Energy Modelling
(openmod) initiative, the data, code and documentation for the model
used in this analysis is shared publicly. Open science should be the stan-
dard to promote transparency in scientific investigations. Increased
openness is also significant to foster open and frank dialogue between
SID state governments and the lending agencies that often require en-
ergy modelling investigations as a prerequisite for policy based loans
(Atteridge & Savvidou, 2019). Whereas only a few studies address the
possibility of a 100% RES for Barbados, none utilise an open source en-
ergy system model to create transparent and reproducible results. This
study fills the above mentioned research gap by developing an open en-
ergy system model based on the Open Energy Modelling Framework
(oemof) (Hilpert et al., 2018) for Barbados. This allows to determine,
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which share of renewable energies is technically and economically fea-
sible in the future electricity system of Barbados in 2030, as well as
modelling not yet electrified sectors, such as passenger transport and
the cruise tourism sector. Applying a greenfield approach to energy sys-
tem modelling, which removes all boundary conditions by today's sys-
tems to achieve the best overall system performance (Geidl et al.,
2006), the present analysis is an indispensable prerequisite for future,
detailed power system planning.

For an in depth analysis and a more profound understanding of the
Barbadian energy system, including currently installed capacities, de-
mand analysis, renewable energy potentials and political framework
conditions please consult the supplementary material. The most rele-
vant information is summarised below. Weather conditions in
Barbados are promising for a cost efficient RES. The dynamic of average
wind and solar daily capacity factors is shown in Fig. 1 based on selected
weather years.

The relevance of bioenergy for a 100% RES in Barbados to comple-
ment the wind and solar potential has been noted in Espinasa et al.
(2016); GOB (2019) and IRENA (2016), among others. Bagasse as a res-
idue from the sugar production process can be used for the generation
of bio-energy Marshall (2019). As an island system aiming for a 100% re-
newable energy supply, it is natural to include sectors traditionally
powered by fossil fuels in the modelling. The passenger transport sector
as well as the cruise sector as an important tourism sector with a total
contribution of almost 40% to the GDP as well as the national employ-
ment in 2015 is included in the modelling approach.

Research question

The Barbadian situation puts a strong emphasis on climate change
mitigation because of the small island characteristics and economical
challenges connected to the fuel import dependency. The research
questions in this paper are connected to a techno-economic assessment
of the energy future of 2030 and built on Section 2. A representative year
was selected with perfect foresight to model the system and its costs.
Neither the transition nor cost during transition are included, as this is
not the goal of the chosen approach. This is a trade-off between com-
plexity and simplicity. For this purpose, an open source model based
on the Open Energy Modelling Framework (oemof) was developed,
utilising a greenfield modelling approach, aiming to answer the follow-
ing research questions:

(1) What is the cost-optimal share of renewable energy sources
technically feasible for the Barbadian electricity system?

(2) What are suitable combinations of storage technologies and par-
ticularly the role of PHS in a 100% RES for Barbados?
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Fig. 1. Average wind and solar daily capacity factor and 95% confidence interval of four
years (2002, 2004, 2010, 2014) based on Renewables.Ninja (Pfenninger & Staffell, 2016)
data for location at 13.32 latitude and —59.6321 longitude.
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(3) What are the techno-economic effects in the electricity system
due to the electrification of the passenger transport sector and
shore-to-ship power supply for cruise ships in Barbados?

State of research

Several studies have highlighted the impact of fossil fuel depen-
dency on the SID state characteristics that directly and indirectly exacer-
bate the need for sustainable development. This compromises the
ability of Barbados to invest in sustainable development initiatives to re-
duce the dependency. According to Blechinger and Richter (2014), Ca-
ribbean islands face several barriers for the development of renewable
energy technologies, which can be clustered in technical, economic, po-
litical and social.

Scenario analyses have been conducted on possible futures for the
Barbadian electricity system solely in studies on behalf of the Govern-
ment of Barbados. A first investigation was carried out under the Sus-
tainable Energy Framework (SEF 2010) for Barbados (IADB, 2010a). In
2010, a 100% RES was not yet an official policy target for the Govern-
ment and was therefore not analysed. The study results led to the initial
policy target of 29% of renewable energy in the electricity mix for
Barbados in 2030 (IADB, 2010b). However, the report did not publish
modelling code, tools or methodologies. The Government also
consulted the International Renewable Energy Agency (IRENA) for sce-
nario analysis of the power generation sector, which recommended a
share of 76% renewable energy instead of a 100% RES. The study did
not consider pumped hydro-storage (PHS) as a viable storage option
to support the 100% RES, but battery storage technologies (IRENA,
2019). The viability of the 100% RE scenario depends on utilising a bio-
mass potential of 54 MW, which would require 16 million tonnes of
sugarcane per year from 20,000 ha of land (IRENA, 2016). However, as
recent as 2016, only 7000 ha of arable land for sugarcane production
were available (Lind et al., 2018). A study conducted by Hohmeyer
(2017) examined the possibility of a 100% RES using PHS to achieve a
dispatch with lower levelised costs of electricity. All scenarios employed
between 200 and 260 MW of wind and PV, as well as 11 MW of solid
waste combustion. The scenarios varied only in the extent of biomass
utilisation and technology for bio energy generation. Within the
Barbados National Energy Policy (BNEP) 2019 (GOB, 2019), scenario
analysis was also conducted to examine possible dispatch options. Al-
though, a 100% RE system remains the goal for Barbados, the purpose
of the scenario analysis was to examine possible dispatch options of a
76% RE system, centred on IRENA (2016), using a multi-criteria ap-
proach based on environmental, economic and social considerations
(GOB, 2019). IRENA (2016) is the only study to examine an optimised
dispatch with renewables, conventional generators and battery storage
using LEAP and OSeMOSYS. Table A.3 summarises key figures of the pre-
viously introduced scenario analyses.

Scientific contribution

Models of a 100% RES for Barbados exist, are, however, based on
closed energy system models, which pose challenges associated with
the inability to reproduce the outputs for external examination. Previ-
ous studies are also heavily depended on external aid, without which in-
vestment in most SIDS energy sectors would be non-existent (Niles &
Lloyd, 2013). Donor agencies have the technical, legal and professional
capacities to draft policies and review institutional structures. This
may also lead to the development of energy policies as a prerequisite
or condition to further access funds from the donor or loan agency.
When using closed models as seen in the development of the SEF
2010 for Barbados, the findings are solely presented as final results,
without scrutiny from third parties.

Open access research may be more beneficial for the Barbadian en-
ergy system by improving transparency, generating and fostering the
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re-usability of results as well as adding scientific value to discussions on
carbon neutral energy systems. The greater openness offered by oemof
(Hilpert et al., 2018), in the form of open source code and raw model re-
sults, can address the problem of external donor agencies and the pos-
sibility of biased results. As shown in Section 2, none of the previous
studies considered high shares of RE, the possibility of PHS nor a combi-
nation of multiple storage types. Additionally, the study at hand is the
first to assess the possibility of electrifying one of the most relevant rev-
enue sectors for Barbados, the cruise ship tourism sector. Analysing
shore-to-ship renewable power can benefit the country and the society
as a whole with lower GHG emissions as well as reduced air pollution
levels and increased health standards. The investigation focuses on ex-
amining various possible scenarios for a cost-optimal integration of RE
into the energy system, as well as analysing the possibility of a 100%
RES. Furthermore, the presented open source model can be used to ad-
dress similar research questions for other SIDS energy systems. There-
fore, the presented model does not only contribute to the scientific
debate of decarbonising energy systems to mitigate climate change,
but can also mark an important step for capacity building and sustain-
able development in other SIDS through open, unbiased dialogue.

Mathematical model

To assess the future energy system, a bottom-up optimisation linear
programming model is applied. The model has been implemented
based on the model generator oemof-solph (Krien et al., 2020) using
the oemof-tabular interface (Hilpert et al., 2021), which are both part
of the Open Energy Modelling Framework (oemof) (Hilpert et al.,
2018). A similar model has been applied for the analysis of the
Jordanian energy system (Hilpert et al.,, 2020).

In the following mathematical description, endogenous (input) var-
iables are printed in bold to distinguish them from exogenous model
variables. The model minimises total operational costs for the time ho-
rizon T and annualised investment costs of units u € U as well as storage
investment costs of all storages s € S for the Barbadian electricity system.
The respective objective function is given below in Eq. 1.

operational cost

min :3_ > cPp,,
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The operational costs c;?** are calculated based on the efficiency 7, of
a unit u and its fuel cost ¢! according to Eq. 2. Annualised investment
costs ¢“P** are calculated based on the lifetime n, weighted cost of
capital wacc and the specific investment cost of a technology capex,, as
well as the fixed operation and maintenance cost fom in Eq. 3.
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The demand must equal the sum of supply of all producing units as
described in Eq. 4. Note, that for the storage units, p can also take nega-
tive values when the storage is charging. The total demand in every
time step is composed of different loads such as households, electrical
vehicles and cruise ships with their specific patterns and is assumed
to be inelastic.

DPuT= 2 dy THPEES T VEET 4)
ueu leL

For all investment units, the supply is limited by the installed nomi-
nal power p/°™ described in Eq. 5, which is bounded by a lower and
upper investment limit as shown in Eq. 6.
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The energy storage balance in Eq. 7 is applied for all modelled stor-
age types. The balance includes standing losses 1/ as well as charge
and discharge efficiencies 1™/,
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Additionally, the power of the storage is limited by the optimised
nominal power shown in Eq. 8.

—p" <P <Py VSEStET (8)
For all volatile RE technologies, i.e. PV and wind, the power output is
determined by Eq. 9 where ci™%" is the time dependent normalised

generation profile of the unit v € V.

P, = prom  wyev teT 9)
Analogous to Eq. 5 and 6, the energy storage content and its maxi-
mum investment is bounded as shown in Eq. 10 and 11.

emin . elom <o, <em  VsESLET (10)
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The dispatchable renewable units d € D are modelled with a conver-

sion process as described in Eq. 12.

Poc =7 hye VAED,VLET (12)
The conversion process allows to introduce the input of fuel h, which
can then be bounded for a time horizon within Eq. 13. This equation al-

lows to model (annual) resource limitations in biomass or waste.
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To model RE penetration within the system by an exogenously de-
fined RE share, an additional constraint is introduced. The renewable
energy share is defined within Eq. 14 by the share of conventional tech-
nologies c € C.
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Finally, the excess supply within the model is limited by two equa-
tions. Eq. 15 limits the excess power in every time step by to 10% of
the peak demand dP*® of the year, while Eq. 16 limits the excess energy
for the whole time horizon.

PP <0.1-d*"  vrerT (15)
Zpet?xcess < 01 . chllmount (16)
teT leL

Scenario assumptions

The analysis considers ten scenarios, of which the main parameters
are summarised in Table 1 and Table 2. All scenarios are modelled in a
cost-optimal (without Eq. 14) and a 100% renewable case, where Eq.
14 applies with a value of 1 for the RE"™® parameter.

A greenfield approach is applied, which is a standard procedure in
energy system modelling. Greenfield planning largely neglects the
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Table 1

Overview of scenario assumptions including demand and technical parameters. All sce-
narios, except SQ, consist of base demand, electric vehicle demand and cruise demand
as in the REF scenario - with variations as stated in parameters.

Scenario Symbol Parameter Value
Status-quo SQ Base demand 943 GWh
Reference REF Base demand 943 GWh
EV demand, controlled charging 265 GWh
Cruise demand 44,15 GWh
High demand HD Base demand +1.2%/a 1321.3 GWh
Restricted biomass RB Biomass potential —50% 328 GWhy,
Waste potential —50% 109 GWh,
No PHS NPHS No PHS investment -
Cost variations
Low oil price LOP Oil price —50% 59.2 $/kWh
Electric vehicleuc  EVUC EV demand, uncontrolled charging 265 GWh
Low RE costs LRC Long term wind costs 2900 $/kW
Long term PV-distributed costs 2100 $/kW
Long term PV-utility costs 1500 $/kW
Medium RE costs MRC Medium term wind costs 3335%/kW
Medium term PV-distributed costs 3150 $/kW
Medium term PV-utility costs 2250 $/kW
High bagasse cost ~ HBC Higher bagasse investment costs 18,400 $/kW

constraints given by today's system and future planning, except for nat-
ural limits such as wind and solar resources (Geidl et al., 2006). Most of
the currently installed power plants will retire in 2030 due to age. The
first scenario represents the status-quo (SQ) on the demand side and
is primarily designed for the comparability of results with other studies
and therefore does not consider electrification of sectors other than en-
ergy generation. The second scenario is used as a reference scenario
(REF) for the remaining scenarios and includes the electrification of pas-
senger transport vehicles and cruise ships.

The electricity demand in Barbados was modelled based on the as-
sumptions of the Integrated Resource Plan (BL&P, 2014). Although,
the document has not been updated since IRENA, 2016, it remains the
primary source of information on generation and future demand of
the Barbadian energy system. IRENA (2016), Hohmeyer (2017) and
GOB (2019) were used to validate and compare the final demand in
the target year 2030. The annual hourly load profile was simulated
from a sample 7-day hourly demand curve from 2014, as outlined
within Hohmeyer (2017). The total future system demand for 2030
was set at 943 GWh, which is the current demand of 2019. The demand
increased only marginally from 912 GWh in 2013 and, as stated in BL&P
(2014), is not expected to increase substantially due to demand side
management and energy efficiency measures in the residential and
commercial sector. The high demand scenario (HD), assumes,

Table 2

Cost and technical data for supply units in the REF scenario with costs in BBD. wacc -
weighted average cost of capital, 1) - efficiency, fom - fixed operation and maintenance,
vom - variable operation and maintenance. Values from (BL&P, 2014, p. 76/92) for gener-
ation technologies and Mongird et al. (2019) for storage units.

capex Life Wacc (=) 1
($/kwW) (a) (%) Fom Vom Size
(%) ($/MWh) (MW)
Carrier ~ Technology
Wind Onshore 3500 20 0.07 100.0 4.0 01
Solar pv-distributed 5400 20 0.07 100.0 1.0 0-
pv-utility 3900 20 0.07 1000 1.0 01
Lithium Battery 2500 12 0.07 949 3.0 0-
Hydro  phs 5000 45 007 894 1.0 0-
hfo Isce 2853 30 0.07 464 40 12317
msce 2344 25 0.07 439 70 1817.1
Bagasse st 8000 25 0.07 253 36 1525
Waste  ocgt 18,000 20 0.07 341 39 15135

Note: A sensitivity analysis for wacc of 4% and 10% is included to reflect uncertainties in
assumptions.
* Storage cost in include 100 $/kW and 600 $/kWh with a E/P ratio of four.
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analogous to BL&P (2014), an expected growth in residential, commer-
cial and industrial demands between 2012 and 2030 of 1.2% annually,
which generates an annual system demand of 1321.3 GWh for 2030.

The demand profiles for the electrification of the transport sector
and the cruise ships are analysed as separate profiles to the annual sys-
tem demand. All scenarios, except SQ and EVUC, use the same demand
profiles for the electrification of sectors as well as the same base de-
mand (expect HD) with varying dispatchable renewable generation,
PHS and battery storage and costs to address uncertainties.

On the renewable supply side, wind, solar, biomass (bagasse) and
waste are considered in all scenarios with varying capacities. Based on
Hohmeyer (2017), the annual potential of biomass and waste is limited
in the REF scenario to 656 GWhy, and 218 GWhy, respectively
(169 GWh; and 74 GWhg,)). The generation profiles for wind and solar
are based on the Renewables.Ninja project (Pfenninger & Staffell, 2016;
Staffell & Pfenninger, 2016). The conventional units considered are
low and medium speed diesel generators (Isce and msce) fired with
heavy fuel oil (hfo). A combination of fuel efficient Isce and smaller
msce is considered as a viable solution for Barbados, according to
(BL&P, 2014). The model and the scenario input data are publicly avail-
able on GitHub (Hilpert & Harewood, 2021).

Cruise and vehicle demand

The demand profiles for electric vehicles and shore-to-ship charging
for cruise ships were created as separate demand profiles, as depicted in
Fig. 2.

At the time of the present analysis, no information regarding the en-
ergy consumption nor the demand profile of cruise ships in Barbados
were publicly available. However, Hoyte (2016) has conducted an ex-
tensive study of the cruise industry demand in Barbados, which is
used in this research as well as information from the local port authority
(BPI, 2020). Analysis of the port data shows, that cruise ships typically
dock for a period of 5 to 20 h, with 92% docking longer than 10 h.
About 50% of all recorded cruise arrivals (431 in 2018) docked between
10 and 12 h, only 7.7% stayed less than 10 h. The large majority of all
ships arrived between 5:00 and 10:00 am (see Fig. C.9). A 12 h demand
profile for the docking time of one generic ship was applied, using a
peak demand of 12 MW, multiplied by the actual arrival data from
2018 BPI (2020). Within the first 2 h after docking with peak demand,
the demand drops to low demand, increasing again to peak demand at
the end of the docking time. A peak demand of 15 MW was assumed
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Fig. 2. Modelled load patterns of electricity demand, electric vehicles and cruise ships for
one week (main figure) and the cruise ship daily average for a whole year (small figure
upper right).
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for all cruise ship types Hoyte (2016). The seasonal pattern in the annual
demand from cruise ships is clearly visible in Fig. C.10.

On Barbados, there were 94,100 registered vehicles as of 2016
(IRENA, 2016). Just over 81% are passenger vehicles, followed by light
and heavy goods vehicles (11.2%), private taxis and minibuses (3%) as
well as rental cars (2.7%). Following IRENA (2016), only the electrifica-
tion of the largest share of vehicles, passenger transport, was consid-
ered. Within the model, in all scenarios but the SQ scenario, an
electrification rate of 80% by 2030 was assumed, which is in-keeping
with the goals of the BNEP 2019. Controlled charging is mapped in all
scenarios but SQ and EVUC, where peak demand occurs around noon.
The annual demand of 265.4 GWh as well as the daily load profile was
modelled after IRENA (2016) and Gay et al. (2018). As a comparison, a
scenario with uncontrolled charging (EVUC) is set up, where the charg-
ing peak occurs around 6:00 pm.

The electrification scenarios cause a higher total demand and an al-
tered aggregated demand pattern. Fig. 2 shows the first week of 2030
with three different modelled load patterns as well as the aggregated
demand with values of the REF scenario .

Results
Installed capacities and energy balance

The results of this study have to be critically read in the light of the
used method and model. Fig. 3 depicts the installed capacities per sup-
ply technology. In all scenarios, independent of the cost-optimal or the
100% renewable energy (RE) case, RE sources are the substantial share
of the overall installed capacity. Wind energy has the highest capacities
ranging from around 168 MW in the LRC-scenario to 371 MW in the
HD-100 scenario. Within the SQ scenario, 211 MW wind capacity com-
pared to 269 MW in the REF scenario are necessary to cover the in-
creased demand due to the electrification of passenger transport and
cruise ships. Additionally, much higher conventional capacities are
needed in the REF scenario (169 MW msce) compared to the SQ sce-
nario (76 MW), as well as increased PHS (46 MW respective 18 MW).
The maximum possible PV-utility potential of 80 MW is exploited in
all scenarios, but SQ and SQ-100. Due to its investment cost, PV-
distributed reaches high capacities only in the 100% scenarios, either
due to cost reductions (MRC-100, LRC-100), higher demand (HD-100)
or a restricted biomass potential (RB-100). Within the scenario of un-
controlled EV charging, no distributed PV is installed due to the higher
costs of integrating PV electricity.
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Fig. 3. Installed capacities for all scenarios in the cost-optimal and 100% RE setup.
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Despite their high investment costs, bagasse capacities around
30 MW can be found in all cost-optimal scenarios, except RB with
15 MW and no investment with a lower oil price (LOP) or higher invest-
ment cost of biomass (HBC). The reason are the significantly lower fuel
costs of bagasse compared to heavy fuel oil, which has lower investment
cost but high operational cost. Hence, for the LOP scenario, no bagasse
investment is cost-optimal. In all 100% RE scenarios, bagasse capacity in-
creases to values ranging from 60 MW in the RB-100 scenario to 96 MW
in the HD-100 scenario. Installed capacities within SQ compared to REF
are almost identical, with 30 MW (74 MW respective 84 MW in the
100% cases). The lower bagasse investment in the RB-100 scenario due
to the restricted biomass potential is compensated by high PHS capacities.
In all 100% scenarios, PHS capacity is above 95 MW (except 3~7 MW in
SQ). However, an installed capacity of 143 MW and 152 MW highlights
the relevance of the PHS in the case of restricted biomass potential
(RB-100) and uncontrolled EV charging (EVUC-100), respectively. Due to
the large PHS capacity in the 100% scenarios, battery storage capacity is
only required for up to 15 MW in cost-optimal cases. Lithium batteries
also become important within the EVUC scenarios, to meet the shifted
charging demand in the evening and PV peak during the day. Also, within
the REF scenarios, batteries are applied (1 MW REF and 11.6 MW REF-
100), whereas in the SQ scenarios, no battery capacities are necessary. If
there is no PHS investment (NPHS), battery capacities of 56 MW in the
cost-optimal and 101 MW need to be included. No conventional capacities
exist in the 100% scenarios. In the cost-optimal scenarios values of conven-
tional installed capacities are ranging from 76 MW in the SQ scenario to
271 MW in the LOP scenario. Investment in waste units can only be
observed for 100% RE scenarios due to the high investment costs of
18.000 BBD/KW. Investment in lithium batteries is necessary in the
NPHS scenarios, as well as, the EVUC scenarios, where the PV generation
pattern cannot compensate for the increased demand from electric
vehicles. The corresponding energy balance and RE-share is shown in
Fig. 4.

The cost-efficient investment of renewable energy leads to high RE-
shares above 80% in most cost-optimal scenarios (except for the LOP
with 46% and HBC with 68%) with a maximum of around 93% in the
LRC scenario. With the favourable capacity factor of wind and its there-
fore large installed capacities, the demand is covered mainly by wind,
followed by conventional supply in the cost-optimal scenarios. Only
with a reduction in PV cost (LRC, MRC), PV supplies the second largest
share of electricity in the cost-optimal cases. Bagasse and waste supply
only increase slightly from the cost-optimal to the 100% cases.
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Fig. 4. Energy supply and demand balance (left axis) and renewable energy share (right
axis) for all scenarios.
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Dispatchable operation

To analyse the system operation, PHS storage and bagasse dispatch is
shown in Fig. 5 for the REF and REF-100 scenarios. The PHS is mainly
charged in the afternoon, due to the high PV supply, shifting energy
into the night and morning. A seasonal shift between the month with
lower wind supply can be observed. While absolute PHS increases
from about 46 MW in REF to over 124 MW in REF-100, the pattern re-
mains the same. In contrast, both the maximum supply and the pattern
of bagasse change from the cost-optimal REF to the 100% REF-100 sce-
nario. In the REF scenario, bagasse operates in full load during many
hours of the year, while in the 100% scenario, bagasse operates as a
peaking and back-up component in the system to supply electricity dur-
ing periods of low RE supply (e.g. when wind drops and PV is not avail-
able). Bagasse is less utilised in the summer months with high PV and
wind supply and lower demand due to the absence of cruise ships, but
also at the beginning of the year with high wind supply.

The operation of the dispatchable components underlines the need
for a highly flexible operation to incorporate and manage long periods
of no production, as evident in the drop of wind electricity generation,
and full-load production in other periods.

Costs

Investment costs play a crucial role, due to the Barbadian economic
challenges, such as debt accumulation due to increasing and volatile
prices of fossil fuels, limited sources of foreign exchange and a heavy de-
pendence on external aid and donors. Fig. 6 shows the annualised in-
vestment cost per technology for all scenarios. 100% RE systems
typically require higher investment cost than the cost-optimal systems.
Total annualised investment costs range from 126 Mio. BBD in the SQ to
204 Mio. BBD in the HBC (247 Mio. BBD in HD) in the cost-optimal cases
and from 192 Mio. BBD (SQ) to 393 Mio. BBD (HBC-100) (410 Mio. BBD
in HD-100) in the 100% RE scenarios. The costs range from 199 Mio. BBD
to 293 Mio. BBD in the REF respective REF-100. It must be noted, that
operational costs are significantly lower in the 100% RE systems due to
the low or zero marginal cost of wind and PV, as well as lower cost for
bagasse compared to heavy fuel oil, expect within HBC-100. While the
share of energy provided from dispatchable renewable energies and
storage is low, compared to the energy provided by volatile resources
such as wind and photovoltaics, their share in the total investment
costs is significantly high in the scenarios with 100% renewable
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Fig. 6. Investment cost per technology for all scenarios in the cost-optimal and the 100%
renewable energy setup.

energies. Lower RE costs, as in the LRC-100 and MRC-100 scenarios,
lead to no investment in waste, whereas all other 100% scenarios rely
on a waste investment. The increase in bagasse investment costs
(HBC) leads to no investment in bagasse in the cost-optimal case,
while in the HBC-100 scenario, higher investments are made in PV
plants compared to the REF-100 scenario to compensate for the higher
investment costs.

One main driver for installed capacities and associated required cap-
ital is the demand, which is demonstrated by comparing the investment
costs of the REF and the HD scenario. Another main driver are the costs
required for flexibility, which is indicated by high investment costs for
the HBC-100 scenario compared to the REF-100 scenario.

LCOE and impact of financing costs (wacc)
LCOE have been calculated with three different assumptions for wacc

(low 4%, base 7% and high 10%). For all cases, the resulting systems'
levelised cost of electricity (LCOE) show a moderate increase from cost-
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Fig. 5. Heatmap for the operation of PHS (top) and bagasse (bottom) in the REF (left) and the REF-100 (right) scenario.
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Fig. 7. System LCOE for all scenarios in the cost-optimal case (COPT) and the 100% renew-
able energy case (100RE) in BBD per kWh with wacc of 4%, 7% and 10%.

optimal to 100% RE systems (Fig. 7). However, this increase is higher if re-
newable flexibility is expensive (HBC), restricted (RB) or the cost of fossil
generation are low compared to renewable generation (LOP).

With the base value of 7% wacc, the lowest LCOE for the cost-optimal
case occurs in the LOP scenario (0.18 BBD/kWh), while the highest cost-
optimal system LCOE can be identified for the HBC scenario with
0.25 BBD/kWh. In the 100% RE scenarios, low LCOE of 0.18 BBD/kWh
can be identified within the LRC scenario. In the reference scenario
REF-100 costs are higher with 0.25 BBD/kWh but still significantly
lower than for HBC-100 with 0.33 BBD/kWh. The general pattern is
the same for all wacc assumption. However it is clearly visible, that
with wacc of 4% the LCOE decreases. On average the LCOE decrease by
22.6% for 100% RE cases and 18.2% in COPT scenarios. In contrast, higher
wacc of 10% cause an average increase in LCOE of 24.21% (100% RE) and
16.5% (COPT) respectively.

Fig. 8 shows the impact of different wacc on the invested capacities.
Generally, a varying wacc has a larger impact in COPT compared to 100%
RE scenarios. In the COPT case, lower wacc of 4% causes a higher share of
renewable energies, particularly noticeable in higher wind and PHS
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investment and decreased battery investment compared to the base
case of a 7% wacc.

Assuming a higher wacc of 10%, the opposite effect becomes appar-
ent. However, the NPHS scenario shows, that a higher wacc reduces in-
vestment in dispatchable units, bagasse and hfo, and wind capacities,
which is compensated by increased battery capacity. With low wacc of
4%, fossil investment is reduced significantly in favour of higher PHS ca-
pacities. In a 100% RE system, the high wacc causes a shift from wind to
PV investment, with the opposite effect for a low wacc. Analysing stor-
age options, with a high wacc investment in battery is favoured over
PHS. The opposite effect, albeit not as drastic, is visible in some scenario
settings with a low wacc. As the chosen 7% wacc in the base case is al-
ready rather high, this underlines, that PHS is a robust solution on a
way to 100% RE for Barbados. The sensitivity analysis furthermore
shows the importance of low and solid renewable energy financing op-
tions, especially for countries like Barbados.

Discussion

The results clearly indicate high potential shares of renewable ener-
gies in cost-optimal energy systems for 2030. The electrification of the
cruise ship and transport sector is possible but requires additional in-
vestment capital, particularly for PHS and additional wind capacities.
The high demand from electric vehicles reflected in the modelling re-
sults as well as the charging patterns pose a challenge for a future sus-
tainable Barbadian energy system. If electric vehicle charging is
uncontrolled, more storage is needed. This only leads to a slight increase
in investment costs and LCOE. This underlines the role of demand re-
sponse measures and energy policies to harness peak renewable energy
generation. In the transport sector, a reduction in demand could be
achieved by increasing the share of public transport and improving
the infrastructure for (electric) bicycles to change the modal split. Addi-
tionally, an optimisation of the charging habits and the different effects
controlled and uncontrolled charging have, needs to be further analysed
and optimised, to counteract times with low renewable energy poten-
tial. This is highlighted within the modelling results, as higher RE shares
are achieved within the REF scenario (controlled charging) compared to
the EVUC scenario (uncontrolled charging). However, marginally higher
investment costs are necessary within the REF scenario, respective the
EVUC system. The present study suggests priority on the expansion of
the wind capacity as it has a higher system value than PV. Whereas
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Fig. 8. Deviation of installed capacities in MW with wacc of 10% (right) and 4% (left) compared to the reference case of 7% for the cost optimal (COPT) and the 100% RE case in all scenarios.
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the technology LCOE for wind and PV are similar, a system with high
wind capacities can achieve lower overall system LCOE. Wind power
therefore forms an important pillar for the future renewable energy sys-
tem for Barbados, regardless the seasonal variations within the wind re-
source, which are challenging.

Demand-side management (DSM) was not considered in this
study. However, this can be seen as a valuable option for renewable
energy integration, which should be explored in future analyses. As
the model is based on oemof-solph (Krien et al., 2020), a DSM com-
ponent can be included. First estimates of DSM Savings can be used
from the Integrated Resource Resilience Plan for Barbados Activity
B, Draft Report (Mott MacDonald, 2021). Future analysis can also in-
clude detailed grid planning, electricity planning and stronger eco-
nomic analysis. These can underline and strengthen the arguments
for 100% renewable energy.

Costs

Estimates showed, that in 2013, fuel costs alone made up 73%
(0.413 BBD/kWh) of the total electricity production costs (0.566 BBD/
kWh) in Barbados (Hohmeyer, 2017). In 2015, the purchase of interna-
tional oil cost the Barbadian economy 377 million BBD, resulting in high
electricity costs passed to the public in the form of the Fuel Clause
Adjustment (Hohmeyer, 2015). A higher renewable energy share does
not necessarily result in higher electricity costs. With the likely future re-
duction in RE cost, as modelled in the LRC and MRC scenarios, a RE share
of more than 90% is possible, while keeping system LCOE below 0.20 BBD/
kWh (for LRC even in the 100% scenario). Reaching a share of 100% RE
comes with only a slight increase in LCOE from 0.18 to 0.20 BBD/kWh
(REF). However, these values do not reflect integration costs, such as
grid and balancing costs or taxes, but solely system generation costs.
This needs to be considered and analysed in further detail. Regardless,
the respective required (annual) investment costs of the HD scenario
are 47.6 Mio. BBD per year higher than in the REF scenario. These cost
can be interpreted to be available for a 40% demand reduction. Although
the LCOE may not differ largely between the HD and REF scenario, higher
capital investment is required. As supported in previous studies, there is a
sharp increase in investment costs as the energy system approaches a
100% RE. By assuming a higher than usual lifetime and nominal
efficiencies of new technologies, is it feasible to build newest available
technologies or built older, cheaper plants, they will be running in part-
load anyway so they won't cover the nominal efficiencies, however this
means that conservative cost optimal with regard to 100% systems,
intertwined with grid etc.

Flexibility

Lack of or expensive flexibility within an energy system can lead to
significant problems, especially when demand increases, the flexibility
potential is restricted. In Barbados, flexibility is provided by biomass (ba-
gasse) and waste and will play a significant role for investment costs and
LCOE in the future energy system. Further research is necessary to deter-
mine how much of the currently installed capacity might be used as flex-
ible generation units. In addition, the use of biomass may be limited due
to operational requirements in systems with high shares of RE.

Limitation of study

The results of this study have to be critically read in the light of the
used method and model. Within the model supply units are aggregated
and not represented as individual units. In addition, grid constraints and
spinning reserves are not considered. Another important restriction of
the model is the applied perfect-foresight approach, which particularly
matters within the context of the specific Barbadian weather pattern.
The drop in wind supply in autumn in combination with restricted bio-
mass resources and storage capacities requires long-term planning of
dispatchable power plant operation and storage management. While
the perfect-foresight approach allows to optimise this operation for a
whole year, it will be much more challenging in reality. The maximum
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installed capacities are constrained, due to meteorological and geo-
graphical conditions. The wind resource was capped at 472 MW in
keeping with the recommendations of Rogers (2017). The solar re-
source is constrained at 234 MW at the residential level. Without stud-
ies to support the expansion of utility scale solar on the island, this
potential was constrained to 80 MW for all scenarios. Considering
utility-scale PV is the cheapest renewable resource and was always se-
lected by the model and used at maximum potential, it is vital to verify
the assumed potential.

The assumptions made, may lead to rather optimistic results in
terms of capacities and costs. The costs for the integration of renewable
energies, such as grid expansion and back-up capacities for stable sys-
tem operation, must be added to the costs presented in this study.
While integration costs are highly context specific literature values sug-
gest that these costs can range of 35 to 50% of the total generation costs
Hirth et al. (2015). The challenges of long-term operational planning
under resource constraints in 100% RE systems also need to be
considered.

Value of open source

The boundaries and specifications posed within the context of
Barbados, such as load profiles and possible resource capacities are
key factors when analysing electricity systems. This information, how-
ever, is not always available to the public nor to scientists. Additionally,
future economic and political developments can change fundamentally
within a short period of time altering assumptions taken within the
model. The applied Open Energy Modelling Framework offers the possi-
bility to flexibly adjust input data and thus quickly and transparently
adapt to changing circumstances without reducing the traceability of
results.

Shore-to-ship power

The study describes shore-to-ship demand based on the annual
arrival of cruises ships and varies with the tourist season over the
course of the year. The cruise ship demand contributes significantly
to the total energy demand of Barbados. The cruise ship demand pat-
tern is almost complementary to the wind generation profile, which
further supports the suitability of this resource for the Barbadian en-
ergy system. However, more research examining how renewable en-
ergy sources can optimally meet the daily cruise ship demand
through e.g. scheduled docking times by the system operator,
would be beneficial.

Conclusion

Due to good renewable energy resources and future cost develop-
ments, a cost-optimal system design in Barbados already features a
share of over 80% renewable energy, assuming a future reduction in
RE costs with current oil prices. Even with increased demand due the
electrification of cruise ships and passenger transport, a renewable en-
ergy share of over 80% is achieved, with only slightly increased system
LCOE (0.22 BBD/kWh respective 0.20 BBD/kWh). Particularly the energy
potentials of waste and bagasse and the flexible operation of these sys-
tems need to be validated to ensure a stable 100% RE-system for the fu-
ture. In the case of Barbados, imported bio-diesel for backup may be
required due to the specific wind and solar pattern. Nonetheless, PHS
can lower the costs of a 100% renewable set-up, additionally reducing
the consumption of resources needed for batteries. The value of pumped
hydro is only slightly affected by higher costs of renewable energy
sources, lower oil prices or ademand reduction. Therefore, when aiming
for 100% RE, the results indicate that PHS is a no-regret option for the
Barbadian energy systems design. An open source energy system
model as introduced here for the island of Barbados marks an important
step towards decarbonising SIDS. By using an open source model, the
problems of external donor agencies and the possibility of biased re-
sults, especially in the context of Small Island Developing States, are
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addressed. The study additionally underlines the feasibility of RE sys-
tems, even with an increasing demand including the electrification of
sectors other than electricity generation.

Data availability

The model is available at https://github.com/znes/oemof-barbados/
releases/tag/v0.2.
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Appendix A. Scenario studies summary

Table A3

Overview of key values from scenario studies on renewable energy in Barbados, current as of study year.

BL&P (2014) IRENA (2016) Hohmeyer (2017) GOB (2019))
Curr. capacity 239.1 MW5012 241.5 MWy15 240 MW n/a
Exp. capacity 293.3 MW036 450 MWg30 395 MW n/a
Curr. demand 980 GWh/azo12 n/a 912 GWh/az13 11,297 BOE per day
Exp. demand 903-1986 GWh/azp36 998 GWh/azg30 1350 GWh/a n/a
Curr. generation n/a 1092 GWh/azo1s 970 GWh/azo13 n/a
Exp. generation n/a 998 GWh/azg30 n/a 1600 GWh
Curr. peak demand 163 MWa011 158 MWoq15 150 MW n/a
Exp. peak demand 208.1 MW014 145 MWa030 140-300 MW>36 n/a
Exp. share of RE 1.2-29% max. 76% 100% 76%
Storage wind with 10% battery 150 MW batterysoss 3 GWhyg35 PHS -
Biomass 25 MW 18 MW (for 100% 54 MW) 25-40 MW (35 GWh) 39 MWo35
Waste potential 60 MW 5035 2.2 MW 11 MW 40 MW (WILE)
Solar (PV) - 60 MW 3030 219 MW - 265 MWs35 195 MW,37
Wind - 15 MWao30 219-265 MW,q35 127 MWao37
Natural Gas n/a n/a n/a 49 MW3037
Electrification rate vehicles - 20% -50% EV 100% EV 100% EV
Cruise ship demand n/a n/a n/a n/a
Appendix B. Mathematical symbols
Table B4
Sets used in the model description and values of sets used within the applied scenarios.
Symbol Index Description Elements of sets in scenarios Unit
T t Time steps {1..0.8760} h
v v Volatile renewable units {wind-onshore, pv-utility, pv-distributed} MW
D d Dispatchable renewable units {bagasse-st, waste-ocgt} MW
C c Conventional units {hfo-Isce, hfo-msce} MW
L 1 Load types {cruise-ship, ev, el-demand} MW
S s Storage units {lithium-battery, PHS} MW, MWh
U u All supply units RUCUSUD -
Table B.5
Optimisation variables used in the model description.
Symbol Description
e ¢ Storage level (energy) of storage s at time step t
efom Nominal storage level (energy of full storage) of storage s
h, Fuel consumption at time step t
p: Power output/input at time step t
p"om Upper limit of power output

excess
P:

Excess variable
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Table B.6

Exogenous model variables used in the model description.

Symbol Description

T Length of time step (in hours)

Di Upper power investment limit of unit i

pi Lower power investment limit of unit i

e Upper energy investment limit of storage s

d ¢ Electricity demand of type I at time step t dP°“* Total electricity peak demand within the year
ha Maximum fuel consumption of unit d

nloss Standing loss of storage s

nin Charge efficiency of storage s

et Discharge efficiency of storage s

copex Operational expenditure of unit u

cfapex.p (Annualised) power expenditure of unit i

csapex. € (Annualised) energy capital expenditure of storage s

cprofile Generation profile of volatile renewable energy unit v

REghare Renewable energy share between 0 and 1.

Appendix C. Cruise demand
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Fig. C.9. Arrival times and duration of stay of cruise ships in the port of Barbados for 2018 (analysis based on BPI (2020)).
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Fig. C.10. Cruise demand for 2030, modelled from detailed port statistics based on actual arrivals and duration of stay of 2018 (analysis based on BPI (2020)).

Appendix D. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.esd.2022.03.004.
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Abstract: A high temporal and spatial resolution emission inventory for the North Sea and Baltic
Sea was compiled using current emission factors and ship activity data. The inventory includes
seagoing vessels over 100 GT registered with the International Maritime Organization traversing in
the North and Baltic Seas. A bottom-up approach was chosen for the compilation of the inventory,
which provides emission levels of the air pollutants CO,, NOy, SO, PM; 5, CO, BC, Ash, NMVOC,
and POA, as well as the speed-dependent fuel and energy consumption. Input data come from both
main and auxiliary engines, as well as well-to-tank and tank-to-propeller emission and energy and
fuel consumption quantities. The georeferenced data are provided in a temporal resolution of five
minutes. The data can be used to assess, inter alia, the health effects of maritime emissions, the social
costs of maritime transport, emission mitigation effects of alternative fuel scenarios, and shore-to-ship

power supply.

Dataset: znes/KlimaSchiff, https://zenodo.org/record/6951672. The code for the underlying cal-
culations and post-processing functions are available under the BSD 3-Clause licence on https:
/ / github.com/znes/KlimaSchiff.

Dataset License: CC-BY.

Keywords: emission modelling; AIS data analysis; maritime emission pollution; emission quantification

1. Introduction

Approximately 3% of global carbon dioxide (CO;) emissions and a substantial amount
of other harmful air pollutant emissions originate from international maritime shipping [1].
Maritime transport is expected to increase significantly in the coming years, and according
to the International Maritime Organization (IMO), maritime CO, emissions could increase
by 50-250% by 2050 under a business-as-usual scenario [2]. For the analysis of guidelines
and emission limits, as well as the climate and health impacts of shipping emissions, a
comprehensive and transparent maritime emission inventory that is particularly accessible
to non-modelers is required.

2. Summary

The study presented in this paper used maritime activity data (compiled from Auto-
matic Identification Systems (AIS) data) in the North Sea and Baltic Sea in 2015 to quantify
air pollutant emissions. These were calculated for all ships over 100 GT at 5 min intervals,
resulting in the EUF (Europa University Flensburg) emission inventory, which is temporally
and spatially highly resolved. A bottom-up approach was used to consider the nine leading
air pollutants (CO,, NOy, PM; 5, SO, (sulphur dioxide), POA (primary organic aerosols),
ash (mineral ash), CO (carbon monoxide), NMVOC (non-methane volatile organic com-
pounds), and black (or elemental) carbon (BC)), as well as speed-dependent fuel and energy

Data 2023, 8, 85. https:/ /doi.org/10.3390/data8050085
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consumption. The inventory includes emissions from both main and auxiliary engines
and energy and fuel consumption values for the well-to-tank and tank-to-propeller stages.
The presented EUF (Europa Universitédt Flensburg) emission inventory is available in csv-
format and offers policy makers and non-modelers, in particular, an important starting
point for their own analyses. The EUF inventory provides a high resolution and is therefore
particularly suitable use in chemical transport models (prior conversion to netCDF files
is necessary). Furthermore, the inventory includes the pollutants PM, BC, CO, and Ash,
which are not provided as standard in other inventories.

Emission inventories are indispensable tools for environmental impact assessments
and more generally for air pollution prevention measures through policy development
and implementation. In addition, they can be used for the calculation of pollutant con-
centrations. The inventory presented here is particularly useful for the analysis of future
emissions, which take into account techno-economic and socio-ecological aspects (e.g., fuel
switching, efficiency and sufficiency measures, and changes in trade volumes), and the
analysis of energy requirements for shoreside power connections in port areas, which will
become mandatory in Germany from 2023 [3].

2.1. Literature Review

Before 2004, the calculation of maritime emissions was mostly carried out by estimating
fuel consumption through the amount of bunkered fuel oil. Initial studies were carried
out by Corbett et al. [4-7] and Eyring et al. [8]. Detailed analysis of ship emissions was
made possible with the introduction of the Automatic Identification System (AIS) in 2004
and the subsequent availability of historical ship activity data. The first studies based on
AIS data analyzed air pollutants from the Port of Rotterdam in 2009 [9] and for the OSPAR
II region in 2011 [10]. One of the best known models used to analyze ship emissions in
the European context is the Ship Traffic Emission Assessment Model (STEAM), which was
developed by the Finnish Meteorological Institute. STEAM has been used to determine
emission quantities in the Baltic Sea [11], in the Danish Straits [12], European Waters [13],
the Northern European Emission Control Area (ECA) [14], and globally [15]. Most recently,
the MariTEAM Model was used to analyze global shipping emissions from a well-to-wake
perspective [16].

The Helmholtz-Zentrum Hereon is a leader in chemical transport modeling of pol-
lutant emissions, as well as in the compilation of emission inventories, and has worked
intensively on emissions from maritime transport [17-20]. Hereon’s modular ship emission
model (MoSES) was used to compile a comprehensive maritime emission inventory for the
North Sea and Baltic Sea region for 2015 [21].

2.2. Research Objective and Contribution

While there are some open-source maritime emissions models and inventories such as
STEAM [11,12] and the IMO GHG Emissions Calculator [22], the inventory presented here
addresses, in particular, the issues of transparency and reproducibility. Some inventories
may not provide sufficient detail or transparency about their methodology or data sources,
which may make it difficult for users to verify the accuracy of the estimates or compare the
results with other studies.

The aim of this study was to provide a comprehensive data set of maritime emissions
for the North Sea and Baltic Sea with scenario capabilities. The anonymization and inter-
polation of the data allow open-source publication as csv-files, to make them available to
(non-)modelers for their own analysis of, e.g., the health effects of maritime emissions, the
social costs of maritime transport, emission mitigation effects of alternative fuel scenarios,
and shore-to-ship power supply. The study aims to provide a valuable tool for policy-
makers, researchers, and stakeholders to evaluate the environmental impact of maritime
transport and to develop policies to reduce its negative effects.
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3. Methods
3.1. Activity Data

The introduction of the AIS marked the beginning of digitization in the shipping
industry. Since the end of 2004, it has been mandatory for every ship over 100 GT to be
equipped with an AIS transmitter, which emits a signal every 6 s, providing, for example,
the IMO identification number (unique identifier), the position (longitude/latitude), and a
time stamp. Companies such as MarineTraffic, Vesselfinder, and IHS Fairplay collect and
store these AIS signals and sell historical data. HELCOM (Baltic Marine Environmental
Protection Commission) provide AIS data for the Baltic Sea region free of charge for
research purposes. The presented emission inventory is based on high-temporal-resolution
HELCOM [23] (Baltic Sea) and Vesselfinder [24] (North Sea) AIS data for 2015, covering
the area between 65° N, —5° W, 48.3° S and 30.7° E, corresponding with the European
Sulphur Emission Control Area (SECA). The AIS data for the Baltic Sea can be requested
from HELCOM and are available for purchase from Vesselfinder for the North Sea.

3.2. Ship Routes

Consideration of shipping routes is an essential part of the emissions modeling of the
shipping sector. Shipping routes can influence emission modeling by, inter alia, determining
the type of fuels used, depending on the regulations and availability in the respective region.
For the analyzed area, the SECA regulations apply.

Ship routes in the Baltic Sea and North Sea in 2015 were created from the acquired
AIS data for all ships identified by their IMO number as being above 100 GT. Each route
consists of segments that were formed from two consecutive AIS data points, using the
following steps:

¢ Sorting of ship point data (longitude/latitude) by time stamp.

¢ Calculation of the distance between two consecutive time stamps using the Haversine
equation.

*  Calculation of the time duration between the two consecutive time stamps.

¢ Calculation of the speed of the ship between the time stamps based on time and
distance.

¢  The spatial density of received AIS signals is significantly lower in the open sea than
in coastal areas. To mitigate this, a method of rearrangement and interpolation to
uniform 5 min time intervals of AIS signals is employed.

*  When the calculated speed of a ship falls below 1 knot, the ship’s speed is set to
0 knots. This is done based on the assumption that the ship is neither docking nor
maneuvering, and that only the auxiliary engine is active at such low speeds. By
setting the ship’s speed to 0 knots in these situations, it is possible to differentiate
between periods of inactivity and periods of slow movement, and accurately track the
ship’s location and activity. This was confirmed by analysis of the AIS Vesselfinder
data, as the navigational status was on average (as of June 2015) 0.7 knots (at anchor)
and 0.4 knots (moored) [25].

* Asanecessary simplification, any data points with a calculated speed greater than
15 m/s (equivalent to approximately 29 knots) are removed. This is done to address
artifacts that may arise from erroneous longitude/latitude data, particularly when the
time difference between two points is short but the distance between them is high,
resulting in implausible vessel speeds. If a vessel departs from the area under analysis,
the route calculation is interrupted, as it may not be possible to interpolate between
two positions due to an extended route outside the area of interest, which could span
several hours. The route calculation is also interrupted if the ship is at the edge of the
area of interest and the distance between the calculated points is greater than 300 m.
When the ship re-enters the area of interest, the route calculation is restarted. It is
worth noting that ships may sometimes travel at speeds greater than 15 m/s, due to
current effects. This factor is not accounted for in the presented model.
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Figure 1 shows the annual gridded CO; emissions in the area under consideration.
This initial result is a basic plausibility check for the bottom-up calculation of ship routes
and emissions. The main and well-known shipping routes (cf. [26]) are clearly identifiable
from the AIS-data-generated routes.
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Figure 1. CO; emissions in kg in the North Sea and Baltic Sea for January and July, 2015.

3.3. Ship Types and Characteristics

Decisive factors determining the emissions from individual ships are primarily the
ship type, size, age, and engine configuration. The Maritime Data Base (MDB) hosted by
Vesselfinder, which includes 18,309 IMO identification numbers in the given area, was used
to cluster the ships using the listed AIS type [24] (The MDB offers a range of information
for each IMO identification number: Name, Built (Year), Flag, Type (AIS-Type), Status,
GT (Gross Tonnage), DWT (Deadweight tonnage), LOA (Length over all), LPP (Length
between perpendiculars), Beam and Draft.). Based on the AIS ship types, standardized ship
types, and the expertise of shipbuilders [27], nine generic ship types were classified in this
study: CarCarrier, Container, RoRo, Bulker, RoPax, MPV (Multi Purpose Vessel), Tanker,
Cruise, and Diverse (The ship class Diverse is mainly composed of 20% tugs, 25% fishing
vessels and 16% offshore supply/tugs. Tugs have a high installed power, but rarely use
it due to high berthing times (70-80%) and therefore are not defined as a separate class.).
If the MDB did not specify the AIS type for a particular IMO identification number, the
ship was assigned to the Diverse ship type. A statistical analysis of the MDB data provided
the weight distribution within each ship type. Based on this and international ship sizes
(weight classes), between two and four weight classes were defined per ship type. The
Tanker and Container size classes are based on the international ship classes Handy Size (1),
Handy Max (2), PanMax (3), and SuezMax (4). Table 1 shows the set ship types by size
class (weight classes) (1-4).

The ship types additionally differ in their engine configuration. A ship usually uses
two sets of engines: the main engine(s), which provides the required propulsion power,
and the auxiliary engine(s), which supply electrical power to the ship’s electrical system
via generators [27]. Both engine sets run at different loads and have different engine
characteristics and corresponding fuel consumption and associated emissions during
operation. In general, a distinction is made between slow-speed, medium-speed, and
high-speed diesel engines [28]. The decisive factor here is the engine speed. Slow-speed
engines operate from 70 rpm up to 300 rpm, as is the case for most large two-stroke engines
found on ships. Medium speed engines typically operate from approximately 300 rpm to
900 rpm [27].
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Table 1. Ship characteristics in type and size (weight) classes 1-4, based on statistical analysis of the
MDB [25] and ship building expertise [27].

Auxiliary

sr 1 . . 2
Type Unit Main Engine Engine 1 2 3 4
RoPax GT medium medium 0-24,999 from 25,000
CarCarrier 3 GT slow medium 0-39,999 from 40,000
RoRo GT medium medium 0-24,999 from 25,000
Cruise GT medium medium 0-24,999 from 25,000
Diverse GT medium medium 0-1999 from 2000
Container * GT slow medium 0-17,499 17,500-54,999  55,000-144,999 from 145,000
Tanker DWT slow medium 0-34,999 35,000-49,999  50,000-119,999 from 120,000
Bulker DWT slow medium 0-34,999 35,000-49,999  50,000-119,999 from 120,000
MPV DWT slow medium 0-11,999 from 12,000

! Weight classes are measured in GT (gross tonnage) or DWT (dead weight tonnage), depending on the type of
ship. 2 Engine configuration differs between medium- or slow-speed diesel engines, depending on the type of
ship. It is assumed that all ships within a particular class have the same engine configuration. ® Typical size
specifications for pure car carriers (PCC), in terms of the number of transported cars, was translated into GT.
4 Typical sizes of TEU (twenty foot equivalent unit, standard for container ships) or PanMax, SuezMax, etc., were
translated into GT.

3.4. Energy and Fuel Consumption

The required power for propulsion was calculated using a speed-power curve (SPC)
per ship type and size class [27], which determines the power consumption of each ship
type as a function of speed. The calculation determines the required propeller power
Pp [29]. The input variables are class-specific values, such as average length, width, and
draft (arithmetic average of all ships with the set size class from the MDB). The SPC is
simple to use and calibrate. It should be noted that the models represent generic, and
thus average, ship types; the suitability of the application for modeling a single ship is
dependent on the context and it is not intended.

The auxiliary engine in all ships is assumed to be a medium-speed diesel engine. For
simplification, it is assumed that the auxiliary diesel power is essentially constant over all
speeds [27]. Power values are based on EEDI specifications [1]. Even though the power can
increase at higher speeds, due to, for example, seawater cooling or the operation of lube oil
pumps, this effect should influence the overall results by less than 1% [27].

For the calculation of expended energy and fuel consumption, a proprietary life
cycle performance analysis (LCPA) tool was used. The tool was developed jointly by the
Flensburger-Schiffsbaugesellschaft Gmbh (FSG), BALance Technology Consulting, SSPA
Sweden, Teknologian tutkimskeskus VTT, IFEU, and Det Norske Veritas [30,31], to support
the generation of ship designs. The LCPA model is made available by BALance Technology
Consulting and is available for purchase (LCPA). In the context of the present analysis, the
LCPA was made available by the project partners of the FSG. The LCPA tool and SPC model
were coupled to determine the fuel mass flow, which is calculated using the assumed power
of the engine, together with the mechanical or electrical efficiencies and the specific fuel
consumption for a certain time period. The energy expended was derived from the amount
of fuel consumed and its calorific value (This step cannot be published, however can be
traced and reproduced using the efficiency approximations of the ship’s engines and the
calculated propeller power within the SPC) [31]. It is assumed that all ships use low-sulfur
marine gas oil (LSMGO) (lower heating value (LHV) 42.675 k] /kg) with a sulfur content of
less than 0.1%, in line with IMO regulations within the European Sulphur Emission Control
Area (SECA) [32].

3.5. Emission Calculation

Tank-to-propeller pollutant emissions are determined using activity-based emission
factors that relate to the fuel or energy consumption, in combination with the navigational
phase of the ship [33]. There are three navigation phases, as a distinction is made between
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underway, maneuvering, and hoteling/at berth (maneuvering and hoteling are often
analyzed as one).

The calculation of NOy, SO;, PM; 5, and CO, was performed within the LCPA
model [31]. Due to the closed-source nature of the tool, only the qualitative calculation pro-
cess is described. CO, emissions were calculated from the carbon fraction of the used fuel
(LSMGO, 3206 tco, /truel) [31]. SO, emissions were determined using the acidification po-
tential, based on the fuel sulfur content (0.1%) and stoichiometric combustion to SO, in the
energy converter [31]. PM emissions were calculated using the equation PM = 0.2 +0.6 - S
(g/kWh) for internal combustion engines [2,31], where S is the sulfur content of the fuel
used. NOx emissions were assumed to be in line with the official MARPOL tier regula-
tions [2], depending on the ship construction date (see Table 2). The Tier I guideline was
assumed for all ships built before 2000 [34], as this was set close to the actual pollutant
levels before 2000 [27].

Table 2. Nitrogen oxide guidelines in the North Sea and Baltic Sea ECA (Emission Control Area) ac-
cording to the IMO [2], MARPOL Annex VI. n = engine’s rated speed in revolutions per minute (rpm).

Total Weighted Cycle Emission Limit (g/kWh)

Ship
Tier Construction n<130 n =130-1999 n > 2000
Date on or after
I 1 January 2000 17.0 45 . n(=02) 98
II 1January 2011 14.4 44 - n(=02) 7.7
I 1 January 2021 34 9.n(-02) 20

POA, NMVOC, Ash, BC, and CO emissions were calculated using literature-based emis-
sion factors, together with the fuel or energy consumption determined within the LCPA
tool. A variety of emission factors for maritime applications can be found in the litera-
ture [13,19,21,33,35-38]. A key study is EMEP CORINAIR, the Guidance Document for
Air Pollutant Emissions Inventory published by the European Environment Agency (EEA) [39].
The 2019 version of the guide [33] provides activity-based emission factors for shipping (last
update 12/2021 [37]). All of the emission factors used, as well as an extensive literature review
of additional emission factors for sensitivity analyses related to engine types, are available in
the Zenodo repository [40].

Speed-related emissions e(v) in kg were calculated from selected emission factors ef
and E or F, the ship’s energy and fuel consumption, respectively, using Equations (1) and (2).

e(v) = ef - E(0) M
e(v) = ef - F(0) @

In addition to the activity-based (tank-to-propeller) emissions, the life cycle emissions
of the fuel used (well-to-tank) were also analyzed. The LCPA tool provides well-to-tank
emissions of NOy, SO,, PM;5, and CO; [31]. A full life cycle analysis can be used to
evaluate the overall impact of a fuel, in terms of greenhouse gas and pollutant emissions,
including all phases from production to use. The typical well-to-tank life stages of marine
fuels include extraction, transportation, conversion, carriage, and bunkering. The LCPA
software used the UMBERTO [41] life cycle software to determine the emission factors for
well-to-tank emissions [30,31].

3.6. Processing

The introduced steps and data sets are brought together as follows. The individual
steps can be traced in the publicly available code [29].



6. Emission inventory

91

Data 2023, 8, 85

7 of 14

per IMO:

per ship type and
weight class:

Classification of each ship by IMO number, according to scenario-specific ship type
and depending on age and scenario year, and unique assignment of the model via
ship type and size class.

Randomization of IMO numbers, in order not to be able to trace back to the proprietary
AIS data.

Integration of scenario-specific (e.g., year for NOx regulation) models, including
emissions and fuel consumption depending on speed.

Calculation of all emissions, energy consumption, and related parameters for a 5 min
interval, using interpolation based on the model’s supporting values and the average
speed of the ship during each 5 min interval.

Generation of an hourly georeferenced emission inventory for further analysis.

Figure 2 summarizes the methodological steps used to compile the inventory.

Ship
classification

{

Speed Power
Model

Activity based:
Emission
Main & auxiliary factors Speed depended:
engine,
Well-to-tank & well- l
to-propeller :
- - CO,, NOy,
Propulsion LCPA Energy &.Fuel Emlsspn SO,, PM, 5
power calculation calculation NMVOGC, BC,
POA, Ash, CO

Figure 2. Schematic overview of the methodological steps utilized in the development of the EUF

emission inventory, displaying the relevant processing steps within the square boxes. The input data

for each step are contained within the circles and squares with rounded corners, the final output is

shown in the double square. MDB = Maritime Data Base, LCPA = life cycle performance assessment.

4. Data Description

All input and output data can be accessed via the Zenodo data repository [40]. The

supporting model code is available on GitHub [29].

(1) The CSV file emission model includes hourly emission quantities (well-to-tank and

tank-to-propeller) and energy expended for the speed of the specific vessel type and size.

Type (column A): Ship type definition in three components separated by an underscore
(L) (1) the ship type (see Table 1), (2) the size class 1-4 [40], and (3) the age-dependent
NOy regulation, Tier I, Tier II, or FS (future scenario, equivalent to Tier III), e.g.,
ropax_2_tier 1 represents a RoPax vessel in size class 2 (above 25,000 GT), which was
built before 01/01/2011.

Engine (column B): Propulsion (main) engine or lectric (auxiliary engine) of a ship.
Speed (m/second) (column C): The calculated speed over ground of a ship.

Energy (well-to-tank) (J) (column D): Energy expended for the production, trans-
portation, and distribution of the fuel used for propulsion.

Pollutant (well-to-tank) (kg) (columns E-H): CO,, SOy, NOy and PM emissions
during production, transportation, and distribution of the fuel consumed (for SQ-2015
LSMGO).

Energy (J) (column I): Energy expended for the propulsion of the ship per speed.
Fuel Consumption (kg) (column ]): Tank-to-propeller fuel consumption.

Pollutant (kg) (columns K-S): Tank-to-propeller emission of CO,, SOy, NOy, PM, BC,
ASH, POA, CO, and NMVOC.

(2) The emission inventory ship_emissions_YYYYMMDD is available as 396 csv files,

one for each day in 2015 and December 2014. These contain the following data records:

UniquelD (column A): Unique identifier of ship. Due to the use of proprietary input
data (AIS), the originally used unique identifier (IMO-number) was replaced with a
random number.
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*  Type (column B): See the description for type in the emission model input descriptor
list above.

e Datetime (column C): Date and time stamp following the format YYYY-DD-MM
HH:MM:SS.

¢  Lat (column D): Calculated latitudinal position of the ship in decimal degrees.

*  Lon (column E): Calculated longitudinal position of the ship in decimal degrees.

. Speed_calc (column F): Calculated speed in m/s from the calculated distance at a
5 min time interval .

*  Propulsion-Energy (Well to tank) (J) (column G): Energy expended for the produc-
tion, transportation, and distribution of the fuel used in the main engine.

*  Electrical-Energy (Well-to-tank) (J) (column H): Energy expended for the production,
transportation, and distribution of the fuel used in the auxiliary engine.

e Propulsion-Pollutant (Well-to-tank) (kg) (columns I, K, M, and O): CO;, SOy, NOy,
and PM (PM, 5) emissions from the production, transportation, and distribution of the
fuel needed by the main engine for propulsion in the respective time interval.

e Electrical-Pollutant (Well to tank) (kg) (columns J, L, N, and P): CO,, SOy, NOy, and
PM (PM; 5) emissions from the production, transportation, and distribution of the fuel
needed by the auxiliary engine in the respective time interval.

*  Propulsion-Energy (J) (column Q): Energy content of the fuel used for propulsion
(tank-to-propeller) of the main engine in the respective time interval.

¢  Electrical-Energy (J) (column R): Energy content of the fuel used for the auxiliary
engine (tank-to-propeller) in the respective time interval.

*  Propulsion-Fuel Consumption (kg) (column S): Fuel consumption for the propulsion
(main engine) of the vessel in the respective time interval.

*  Electrical-Fuel Consumption (kg) (column T): Fuel consumption for the hoteling load
(auxiliary engine) of the vessel in the respective time interval.

¢ Propulsion-Pollutant (kg) (columns U, W, Y, AA, AC, AE, AG, Al, and AK): CO,,
SOy, NOy, PM, BC, ASH, POA, CO, NMVOC emissions from the main engine during
operation (tank-to-propeller) of the ship.

¢ Electrical-Pollutant (kg) (columns V, X, Z, AB, AD, AF, AH, AJ and AL): CO,, SOy,
NOy, PM, BC, ASH, POA, CO, NMVOC emissions from the auxiliary engine during
operation (tank-to-propeller) of the ship.

(3) In the interest of transparency and reproducibility, a number of supporting data sets
are available on Zenodo [40]. The speed-power-model.xIsx file summarizes the assumed power
(kW) for the main and auxiliary engines, as well as inputs for the SPC calculation (length
(m), width (m), drauft (m), the shape-dependent variable ¢, the propulsion efficiency, and
the wetted surface of the ship in m? specific to speed, ship type, and weight class. The
emission_factors.xlsx file summarizes the emission factors specific to engine type, navigation
phase, and pollutant, as well as an extensive, referenced list of factors for sensitivity
analyses. The analysis.xlsx file contains additional information for further analyses of,
for example, emission quantities as assessed within different models for cross-model
comparisons. Additionally included is the time spent at a particular speed, as well as the
number of ships considered in each ship and weight class. The supplementary_material. pdf
file summarizes regulations and targets for maritime emissions [1,2]. This file also contains
the equations used to calculate the propulsion power Pp.

(4) All related code, including static input data, is available on GitHub [29]. Within
the folder emission_model, the maximum_speed_per_type.csv file lists the maximum possible
speed in m/s [27]. The ship_weightclass_mapper.csv file assigns the different ship types and
sizes to weight types (DWT or GT) and the lower and upper bounds of the weight classes
connecting Tier I, I, and FS with the year of construction and the typical engine rpm for each
specification. Both the ship_type_fsg_mdb_mapper.xlsx file and short_long_name_mapper.xlsx
file are used for the preprocessing of ship type classification. Within the folder Icpa-models
are SensitivityAnalysis-ShipeTypeName-Rev2.csv files, which are hourly emission models for
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all ship types and sizes. The scr folder contains the model code itself, preprocessing steps
and routines for result and input data analyses.

5. Validation
Comparison with Existing Emission Inventories

Crucial in the creation of an emissions inventory through bottom-up modeling is
the validation of the results obtained. There was no possibility of comparing the chosen
assumptions and related results with actual emission measurements. Initial studies on
measuring ship emissions using drones are underway [42], exemplified by the SCIPPER
project [43] and efforts by the European Maritime Safety Agency (EMSA). However, only
individual ships on a specific voyage can be measured. A cross-model comparison, however,
allows a statement about the quality of the obtained results. Useful in this context are the
MOoSES [21] and STEAM models [13]. The two models have been used to create emission
inventories for the North Sea and Baltic Sea area: MoSES [21] for 2015, STEAM—in this
application—for 2011 [13]. Table 3 summarizes the emission quantities, reference year,
and number of ships analyzed for these two inventories and the presented results of the
EUF inventory.

Table 3. Result values from MoSES [21], STEAM [13], and the EUF inventory in Gg per year and
respective deviations from the EUF results in %.

Diff MoSES  Diff STEAM

MoSES EUF STEAM ) )
Year 2015 2015 2011
Number of 21,845 16,632 n/a 23.86 n/a
Ships
SO, 32.55 24.90 192.10 30.70 671.34
NOy 897.97 818.00 806.20 9.78 —1.44
BC 13.89 0.44 n/a 3036.76 n/a
POA 17.96 11.62 n/a 54.50 n/a
MA 0.32 0.22 n/a 46.85 n/a
CO, 44,886.43 34,931.98 35,740.00 28.50 231
CcO 38.31 38.04 57.30 0.72 50.64
PM, 5 29.83 13.94 38.30 113.98 174.74
NMVOC 11.12 17.32 n/a ~35.81 n/a

In general, a good agreement can be observed between the values from EUF, STEAM,
and MoSES for most pollutants. The emission quantities from the STEAM and MoSES
inventories tended to be higher than those from the EUF model. This can be explained,
among other things, by the number of ships investigated in the area under consideration.
Comparing the EUF and STEAM values, it can be seen that there was a significant deviation
in SO emissions. This was largely due to the introduction of the 0.1% sulfur guideline
in 2015, which can also partially explain the deviation in PM; 5 emission results, as the
reduced sulfur content in the fuel also reduced particulate matter emissions. Further
comparative analyses are possible based on Hilpert et al. [40].

Figure 3 depicts a detailed comparison of emissions from the EUF and MoSES [21]
inventory and the deviations of the results of MoSES from the EUF emission inventory in
percent. There was a tendency for MoSES emission values to be higher than those in the EUF
inventory, which may have been due to the number of ships considered and the different
calculation approaches for energy consumption and related emissions. A comprehensive
comparison of the selected fuel and energy modeling would be difficult, due to the different
methodological paths chosen. However, CO, emissions are a stable indicator, since the
carbon from the required fuel burns almost entirely to CO,. The variation here is consistent
with the variations in the number of ships considered. The SO, emissions are in the same
order of magnitude for the MoSeS and EUF values. The differences in NOy, POA, and Ash
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are within a reasonable range and can be justified by the different emission factors used.
The differences in NMVOC and BC are striking. Contrary to the general trend, NMVOC
emissions are higher in the EUF inventory. BC emissions, on the other hand, are an order
of magnitude lower in the EUF emission inventory.
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Figure 3. Deviation (in %) of values (emission quantity in the EUF inventory) to MoSES [21] for
SQ-2015. MA = mineral ash.

The EUF model mainly uses fuel-based emission factors, while the emission factors
within MoSES are related to the energy expended. MoSES uses a factor of 0.03 g/kWh for
BC emissions from the main engine and 0.15 g/kWh for the auxiliary engine, as well as
a adjustment of the factor to low loads of the engine. The EUF model uses the EEA’s [37]
factors (see Table 4). A more in-depth analysis that examines variances arising from energy
expenditure is recommended.

Table 4. Emission factors used in MoSES [21] and EUF, FSC = fuel sulfur content (0.1%) and
SFOC = specific fuel oil consumption.

Model BC POA Ash co NMVOC
MoSES  0.03g/kWh  02g/kWh FSC-SFOC-0.02g/kWh 054g/kWh 0.5 g/kWh
EUF  0.0329kg/t 0.09 g/kWh 0.0002 kg /t 347kg/t  152kg/t

The analysis of the different values from STEAM, MoSES, and EUF show how crucial
the choice of emission factors is. The factors for the EUF model were chosen based on
an extensive literature review; particular emphasis was placed on the timeliness of the
source. Nevertheless, there are large uncertainties that must be taken into account when
interpreting the obtained results.

6. Discussion
Uncertainties
The results of this study must be viewed critically with regard to the methods and

models used. The results are discussed concerning (1) (input) data (quality), and (2) the
general modeling approach and connected assumptions.



6. Emission inventory 95

Data 2023, 8, 85

11 of 14

(1) Uncertainties about the reliability of the emission inventories arise from the use of
the closed-source LCPA model and raw AIS data, which are proprietary. This limits the
reproducibility and transparency of the values generated. The creation of ship routes is
influenced by the quality of the AIS data used and by the interpolation routines chosen.
The AIS data used have a high data ranking (A or B are most accurate [24]), which makes
the generated values more reliable. Since the end of 2018, satellite-processed AIS data are
available, which can further increase the accuracy of results. Additionally, climate change
may affect shipping routes by altering ocean currents and sea levels, and changing weather
patterns. For example, changes in ocean currents could affect the efficiency of shipping
routes, while rising sea levels could require modifications to port facilities and coastal
infrastructure [44].

The LCPA model is a closed-source model. However it builds on the expertise of ship
builders and environmental analysts. The emission values and associated calculation steps
used within the LCPA model can be traced with sufficient accuracy.

(2) Within the general study approach, the chosen speed reduction criteria may also
affect the results. Unlike other studies, such as used within the MoSES model [21], this study
does not consider engine load for the calculation of fuel and power consumption. The speed-
power curves take this into account, but the auxiliary engine is only partially responsive
to the engine load and is simplified for modeling purposes. Unlike STEAM [11,12], the
influence of waves and currents is not directly considered in the EUF model. However,
the SPCs tend to have high power assumptions, so consideration of waves and currents
was not considered essential. The loading condition of ships was not considered in the
studies analyzed, such as [11,21]. Although some shipping companies may provide access
to real-time data, this is often treated as confidential and not publicly available. As a result,
the loading condition is not taken into account during the EUF analysis.

Generic ship types were defined, based on a complementary data set obtained from
Vesselfinder, which can be compared with the AIS types from Vesselfinder [24]. Nevertheless,
the integration of a more accurate ship type assignment system could further refine the
emission values. Additionally, only ships over 100 GT were utilized in the EUF model, so
the study does not provide an assessment of all emissions.

For future scenarios, fleet developments have to be taken into account. In 2017,
maritime transport accounted for nearly 90% of international trade measured in tonne-
kilometers [28]. Maritime trade volumes have tripled since 1980. The DNV expects seaborne
trade to be 35% higher in 2030 than in 2017 and to increase by a further 12% before 2040. The
UNCTAD [45] projected an average annual growth of 3.5% between 2019 and 2024, with the
largest relative growth expected in the gas and container cargo sectors, each increasing by
135-150%. Bulk carriers are projected to increase by 40% by 2050, based on a combination of
an increase in non-coal bulk trade and a possible reduction in coal shipments [45]. Looking
specifically at the future development of container ships and their contribution to total
emissions, it can be assumed that future emissions will increase disproportionately to the
increase in goods transported.

7. Further Use of Data, Data Availability and User Notes

The data in the EUF emission inventory can be used to assess air pollution regulations
and incorporate different emission control or propulsion technologies. The data can also be
used in chemical transport modeling, to evaluate the air pollutant concentration resulting
from maritime emissions. Subsequently, gridded population data could be used together
with the results from chemical transport modeling to estimate the human health impacts of
air pollutants. As the EUF inventory also provides fuel and energy consumption at a high
resolution, new emission factors could be applied for different pollutants and the inventory
could be expanded accordingly. The high spatial resolution of the data set makes it possible
to analyze the shore-to-ship power demand for renewable energy to reduce emissions from
the auxiliary engine at berth.
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The code for the underlying calculations and post-processing functions are available
under the BSD 3-Clause license [29]. The analysis uses Python as a programming language.

The emission inventory and all supporting data sets, with the exception of the AIS
data, are available under an open license on Zenodo [40]. The data can be processed using
Excel or any other data processing software capable of processing csv files, such as Python
or R.

AIS data for the Baltic Sea can be obtained from HELCOM via a data agreement. The
AIS data for the North Sea is proprietary data, which can be purchased from Vesselfinder.
The LCPA model used is also proprietary, but the associated computational pathways are
described qualitatively, allowing sufficient traceability of the results.
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AIS Automatic Identification System

BC Black Carbon

CcO Carbon Monoxide

CO, Carbon Dioxide

loN shape dependent variable for prpulsion efficiency
DNV Det Norske Veritas

ECA Emission Control Area

EEA European Environment Agency

EEDI Energy Efficiency Design Index

EMEP European Monitoring and Evaluation Programme
EMSA European Maritime Safety Agency

EUF Europa Universitét Flensburg

e(v) Speed related emissions

E Energy Consumption

ef Fuel Consumption

FsC Fuel Sulphur Content

FSG Flensburger Schiffbaugesellschaft

HELCOM Helsinki Commission (Baltic Marine Environment Protection Commission)
IHS IHS Markit

IMO International Maritime Organisation
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LCPA Life Cycle Performance Assessment
LHV Lower Heating Value
LOA Length Overall
LSMGO Low Sulfur Marine Gas Oil
MA Mineral Ash
MARPOL International Convention for the Prevention of Pollution from Ships
MDB Maritime Data Base
MPV Multi-Purpose Vessel
MoSES Modular Ship Emission Model
NMVOC Non-Methane Volatile Organic Compounds
NOy Nitrogen Oxides
OSPAR Oslo-Paris Convention
Pp Propulsion Power
PCC Pure Car Carrier
PMy 5 Particulate Matter
POA Primary Organic Aerosol
RoRo Roll-on/Roll-off
rpm Revolutions Per Minute
SCIPPER Shipping Contributions to Inland Pollution Push for the Enforcement of Regulations
SECA Sulphur Emission Control Area
SO, Sulfur Dioxide
SPC Speed Power Curve
SFOC Specific Fuel Oil Consumption
STEAM Ship Traffic Emission Assessment Model
TEU Twenty-foot Equivalent Unit

UNCTAD United Nations Conference on Trade and Development
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Keywords: The European maritime shipping sector has a crucial role in reducing CO, emissions in order
Maritime emissions to meet the 1.5 °C target set in the Paris Agreement. This study uses state-of-the-art maritime
AlS-data analysis emissions modelling to quantify CO, emissions in the North and Baltic Seas (34,932 t in 2015),
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and to assess the carbon mitigation potential of E-methanol when life-cycle emissions are taken
into consideration. A reduction of 90% is possible by 2040 if all considered ships are replaced
by ships powered by E-methanol. The assessment of a carbon budget for shipping in the North
Sea and Baltic Sea (0.75 Gg for the period 2011-2011) shows that with a conservative estimate
of annual carbon emissions, the budget will be consumed by 2030 if no countermeasures are
taken.

1. Introduction & background

The European Union (EU) is the world’s third-largest emitter of greenhouse gases (GHGs), such as CO,, and consequently has
a crucial role to play in achieving the 1.5 °C target of the Paris Climate Agreement. Since 1990, transport emissions in the EU
have grown by 33% (DNV-GL, 2017). Transport, especially maritime transport, remains a key obstacle to achieving the EU’s climate
targets.

In 2018, the International Maritime Organisation (IMO)' set ambitious targets to reduce global maritime shipping CO, emissions
by 40% by 2030 and by 50% by 2050, but these are neither binding nor do they include possible transformation pathways (IMO,
2020a). The shipping industry has longstanding fossil fuel infrastructure assets that are vulnerable to carbon lock-in effects, which
ties it and the economy to CO, emissions for decades (Anderson and Bows, 2012). The calculation of maritime shipping emissions
is of particular importance, as these are emitted into the marine atmospheric boundary layer (Kasibhatla et al., 2000), which serves
as a useful environmental reference point (Davis et al., 2001) and emissions here can directly influence and change the composition
of the atmosphere (Shi and Gullett, 2018).

This study quantifies CO, emissions from shipping in the North Sea and Baltic Sea and evaluates their compatibility with the
Paris Climate Agreement. It is unique in its comprehensive examination of the costs, budget, and pricing of maritime transport
carbon emissions in the North Sea and Baltic Sea regions using open source-based modelling which allows for own analysis. Its
focus on the compatibility of shipping emissions with the Paris Agreement and carbon pricing to mitigate them makes it a valuable
resource for reducing maritime transport CO, emissions and meeting the goals of the Paris Agreement.

* Corresponding author.
E-mail addresses: franziska.dettner@uni-flensburg.de (F. Dettner), simon.hilpert@uni-flensburg.de (S. Hilpert).
1 Abbreviations used several times in the following article; International Maritime Organisation (IMO), Automatic Identification System (AIS), Energy Efficiency
Design Index (EEDI), Greenhouse Gases (GHG), European Emission Trading Scheme (EU-ETS), Maritime Emission Trading Scheme (METS), Conference of the
Parties (COP), Gross Tonnage (GT), Low-sulphur marine gas/diesel oil (LSMGO).
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This study quantifies the CO, emissions from shipping in the North Sea and Baltic Sea, assesses the compatibility of the European
(North Sea and Baltic Sea) maritime shipping emission pathway within the Paris Agreement, and analyses carbon pricing, including
the cost of environmental damage and CO,, certificates.

1.1. Maritime policy framework

Within the Paris Agreement international shipping is not directly included, but it is addressed under the UNFCCC'’s subsidiary
body, the International Maritime Organisation (IMO) (UNFCCC, 2016). The IMO is responsible for regulating greenhouse gas
emissions from international shipping, and it has adopted a number of measures to reduce emissions from ships. The most relevant
measure is the International Convention for the Prevention of Pollution from Ships from 1973, which was modified in 1978 into the
MARPOL 73/78 protocol. Annex VI of the protocol, which came into force in 2013, details measures which could help to increase
the energy efficiency of ships, including technical measures (e.g., the Energy Efficiency Design Index (EEDI)), which sets energy
efficiency requirements for new ships, and operational measures (e.g., the Ship Energy Efficiency Management Plan (SEEMP)),
which requires ships to develop and implement a plan to improve their energy efficiency over time (IMO, 2015).

In addition to these measures, the IMO has adopted an initial strategy on reduction of GHG emissions from ships. The strategy
aims to reduce global CO, emissions from maritime shipping by 40% by 2030 and 50% by 2050 (IMO, 2021). This aim was
consolidated, among other things, in the European Union’s Fit for 55 package (EC et al., 2019), which aims to reduce the EU’s
greenhouse gas (GHG) emissions by 55% by 2030. The strategy also includes specific short-term measures to reduce emissions from
ships, such as the implementation of a new fuel oil standard, the development of a data collection system for fuel consumption, and
the promotion of energy efficiency technologies and practices (EC et al., 2019), (IMO, 2020a).

A proposition also states, that from 2023, maritime shipping in the EU is to be subject to the European Union’s Emission Trading
Scheme (EU-ETS). Ships currently reporting CO, emissions under the EU Monitoring, Reporting and Verification (MRV) Regulation
(2015/757) will have to purchase CO, emission certificates (IMO, 2015). All intra-EU emissions will be included in the EU-ETS,
together with 50% of emissions from ships arriving in or leaving countries within the EU. This will increase to 100% by 2026 (EC
et al., 2019). During COP 27, EU legislators ultimately agreed to include maritime shipping in the EU-ETS (as of 29/11/22). There
will be a gradual implementation of the ETS. In 2025, ships will have to pay for 40% of their CO, emissions. This will increase to
70% in 2026 and 100% in 2027. All non-CO, emissions, such as nitrogen oxides, soot and methane, will be included in the ETS in
the future. They will first be monitored (i.e. included in the MRV regulation) from 2024 and then included in the ETS from 2026
(i.e. 2027 will be the first year payments are made for non-CO, emissions from 2026). It is intended that ETS revenues from the
sale of 20 million CO, certificates will go into the Innovation Fund and be used to renew shipping fleets to tackle the root of the
problem and reduce emissions. The final negotiations on one of the biggest climate laws in Europe have yet to be concluded.

Overall, while international shipping is not directly included in the Paris Agreement (UNFCCC, 2016), the IMO’s measures to
reduce greenhouse gas emissions from ships are aligned with the goals of the Paris Agreement and contribute to global efforts to
combat climate change.

1.2. Carbon budgeting and emission trading

Research on the abatement of carbon emissions from maritime shipping is relatively new. In 2007, the Federal Environment
Agency in Germany commissioned a study to assess the inclusion of CO, emissions from international shipping in the EU-
ETS (Kégeson, 2007). According to this study, “a ship would be liable for emissions from fuel bunkered during six months prior
to a call at a participating port. With this design, emissions from the return voyages of ships involved in intercontinental traffic
would automatically be covered, and shipowners and operators would gain nothing by calling at ports just outside the European
Union. The geographical scope would thus be global, albeit limited to ships that call at ports of the European Union (and other
participating states).” (Kageson, 2007). Based on these assumptions, Kégeson (2007) shows that 6,200 million tons fewer CO,
would be emitted between 2021 and 2035 in a business-as-usual scenario. A large proportion of the reduction would result from
land-based sources paid for indirectly by the shipping sector. In 2008, Kageson (2008) proposed a global cap and a trade system
for CO, emissions from international maritime shipping. The study underlines the importance of targeting real CO, emissions and
indicates that ownership within the maritime transport industry makes it difficult to allocate a carbon budget to each ship in the
global fleet without potentially penalising countries of the global south (flag states).

A study by the Fridtjof Nansen Institute in Norway applied a multi-level reinforcement perspective to the process of including
maritime shipping in the EU-ETS and found that its inclusion is in line with the broadening ambitions of the European Commission
since the start of the ETS (Wettestad and Gulbrandsen, 2022).

A study by Traut et al. (2015) sets the carbon budget for maritime shipping in the period 2011-2100 at 33 Gt for a 2 °C warming
scenario and 18 Gt for warming under 1.5 °C. This is based on approximately 60,000 ships globally in 2012. An analysis of data
acquired by the EU-MRV regulation shows that the estimated baseline committed emissions value is equivalent to 85%-212% of the
global maritime shipping’s carbon budget required to meet the 1.5 °C target of the Paris Agreement (Bullock et al., 2020). Mellin
et al. (2020) assessed the design of a Maritime Emission Trading Scheme (METS) and its impacts, basing the assessment on data
collected within the EU-MRYV regulation. If no countermeasures are taken, the MRV data are likely to capture the emission of about
178 Mt of CO, in 2026, whereas an approach based solely on intra-European Economic Area (EEA) shipping yields an emission
value of only 75 Mt CO, (Mellin et al., 2020) .
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A number of studies discuss the problem of emissions allocation in the shipping sector. Zhu et al. (2014) discuss the impact
of a METS on fleet deployment and the mitigation of carbon emissions for container ship operators. Zhu et al. (2014) show that
an METS can motivate operators to utilise new technologies, increase energy efficiency and even remove less efficient ships from
service; however, the efficiency of a METS is pronounced when bunker fuel prices are high, which has a larger effect than applying
a stricter certificate allocation. Based on the analysis of 38,000 oil tanker voyages over a 3-year period, a carbon allowance price of
10-50 USD per tonne would cost shipping companies between 0.3 and 1.4 billion USD per year (Cariou et al., 2021). Cariou et al.
(2021) analysed that if lower carbon prices are considered, the METS still provides sufficient incentives for abatement measures, in
particular for wind-assisted propulsion technologies for ships. An analysis by Gu et al. (2019) suggests that the implementation of a
METS does not lead to emission reductions in short term scenarios. They state that only with low bunker prices and high allowance
costs of a global METS can a more significant carbon decrease be expected in the short term.

Selin et al. (2021) analysed the national allocation of maritime shipping emissions with regard to five factors: flag, owner,
operator, manager and bunker fuel country. For all factors, around 10 countries would be responsible for around 70% of carbon
emissions. With an allocation scheme by owner, manager and operator, over 70% of the emissions are attributed to OECD countries.
With an allocation by bunker this figure is 39%, and by flag countries 25% (Selin et al., 2021). Selin et al. (2021) finds that the best
allocation mechanism, which meets the criteria of effectiveness and equity, would be one in which emissions are assigned to the
countries of ship owners, which would be Japan, Greece, China, US, Germany, Singapore and Denmark. The most drastic increase
in national carbon budgets would occur for the Marshall Islands (610%), Greece (105%), Cyprus (79%), Denmark (61%). For the
EU27 area, the carbon budget would increase by 7% (Selin et al., 2021).

The UK leads the application of emissions allocation, which will include the share of emissions from international aviation and
shipping in its carbon budgets from 2033 onwards (CCC, 2020).

1.3. The role of emission abatement measures

A study by Bows-Larkin et al. (2015) shows that, contrary to IMO reports, emissions from maritime shipping remain at a high
level. Over the last decades, total global emissions from all sources have increased, while the share from maritime shipping has
fallen. Emission reduction measures are generally distinguished between operational and technical measures. Shi (2016) argues that
although technological measures are not sufficient to achieve maritime shipping emission reductions in the short-term, operational
measures can lead to immediate emission reductions. Slow-steaming is identified as the most promising operational measure (Bows-
Larkin et al., 2015). However according to Bows-Larkin et al. (2015) “only by opening out the possibility space to consider a
step-change in technology and operations, as well as demand-side measures, can the sector sustain the level of cuts associated with
making its fair and proportionate contribution to avoiding dangerous climate change.”. Walsh et al. (2017) analysis of maritime
shipping emissions from a UK perspective shows that it is possible for a nation’s shipping sector to make a fair contribution to
meeting global climate change commitments although a combination of mitigation measures is necessary.

Regarding technical measures, alternative fuels seem to be to most promising solution for reducing emissions. The analysis
presented in this paper indicates that E-methanol is a promising emission abatement method. According to Nagel (2020), methanol
(and ammonia) are discussed most prominently in the shipbuilding industry as an alternative fuel (additional information within
Appendix B).

Horvath et al. (2018) analysed methanol as a future maritime shipping fuel and concluded that the payback time for methanol
engines could be between 1.2 years and 15 years, depending on the price of marine gas oil (MGO). The study highlights that the
results strongly depend on projected fuel prices; however, E-methanol was identified as the most feasible fuel for container ships
and deep sea vessels in 2040. The projected prices are similar to fossil diesel with an imposed carbon tax. Lindstad et al. (2020)
highlight the potential role of E-fuels for the maritime shipping sector, noting that the GHG reduction potential depends solely on
abundant renewable electricity, and recommend the use of dual-fuel engines.

1.4. Contribution to scientific debate & research question

Thus study includes the analysis of the entire CO, pathway in Northern European shipping, spanning from ship movement data
to energy consumption during different life-cycle phases, emission quantification and scenario analysis. The comprehensive dataset
(emission inventory and scenario analysis), made publicly available in csv-format (Hilpert et al., 2022. Hilpert, 2022, Dettner and
Hilpert, 2022), facilitates adjustments and custom analyses, also for non-modelling experts.

This study concentrates on the North and Baltic Seas, which represent one of the world’s most frequented marine areas, and offers
an evaluation of not only CO, emissions from maritime shipping data but also places them within the framework of a European
emission budget aimed at reaching the 1.5 °C target. The study investigates the potential of e-methanol as an alternative fuel to
mitigate emissions and examines the costs of carbon pricing. This research accentuates the pressing need for immediate action in
the (European) maritime sector to align with the emissions reduction goals.

Underlying research questions are:

» What is the carbon abatement potential of E-methanol as an alternative fuel for the international maritime shipping sector?
* What is the level of compliance of the maritime shipping sector within the Paris Agreement’s 1.5 °C goal?
» What carbon price is necessary to enable a swift transition to carbon neutral shipping?
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2. Materials and methods

The area under consideration is the North European Sulphur Emission Control Area (SECA), as defined by the MARPOL
Convention Annex VI, between 65°N, -5°W, 48.3°S and 30.7°E (BSH, 2015).

2.1. Emission inventory

This study is based on a temporally and spatially highly-resolved emission inventory for the North Sea and the Baltic Sea for
all IMO registered seagoing vessels above 100 GT. The emission inventory was compiled using current emission factors and ship
activity data for the year 2015. The activity data was provided by HELCOM (Baltic Sea) (helcom, 2019) and Vesselfinder (North
Sea) (Vesselfinder, 2022), compiled from AIS data. The emission inventory includes air pollutant quantities of CO,, NO,, SO,, PM, s,
CO, BC, Ash, NMVOC, and POA, as well as speed-dependent fuel and energy consumption. The inventory distinguishes the emission,
energy and fuel consumption quantities between main and auxiliary engines and between well-to-tank and tank-to-propeller life
cycle stages. The data within the inventory is geo-referenced and provided at a five-minute resolution. Table 10 within Appendix A
summarises the main methodological steps taken to compile the emission inventory (see also Fig. 1). The emission inventory, related
code and calculations are available on Zenodo (Hilpert et al., 2022) and GitHub (Hilpert, 2022). The full methodology is described
in detail within Dettner and Hilpert (2022).

per IMO-No.
Marine Data Ship
Base (MDB) classification
per ship type and
AIS data weight class
Activity data Speed Power
(Ship movement Model
data) LCPA
; Propulsion Energy & Fuel Emission Emission
Ship routes . .
power consumption quantity inventory

Main & auxiliary
engine,
Well-to-tank & well-
to-propeller

Fuel and engine

Pollutants: CO,,
NOy, SO,, PM;5
NMVOC, BC,
POA, Ash, CO

specific
Emission
factors

Fuel and engine
specific

Fig. 1. Schematic overview of methodological steps used for the emission inventory. The rectangles with two rounded corners identify the external input data
and used calculation models. The rectangle with rounded corners emission inventory represents the final result, and the square rectangles show the intermediate
calculation steps, all made available on Hilpert et al. (2022). MDB provided by Vesselfinder (2022), LCPA = Life Cycle Performance Analysis Tool (by Joules,
2014, Nagel, 2020, Thiem et al., 2013). Methodology in detail in Dettner and Hilpert (2022).

2.2. Scenario analysis

The emissions inventory was used to evaluate the CO, mitigation and air pollutant reduction potentials of alternative fuels.
E-methanol (background within Appendix B) was selected as a promising future fuel (Nagel, 2020), DNV-GL (2017) for analysis.

Assumptions

The emission, energy and fuel quantities for the base year, 2015, are contained in the Status-Quo Scenario (SQ-2015). Quantities
for 2030 are provided in FS-2030 and for 2040 in FS-2040. The movement data from 2015 was used as the basis, and potential
fleet developments were neglected (for information see e.g. IMO (2015), UNCTAD (2019) or DNV-GL (2017)). It is assumed that
the considered ships will be replaced by a future_ship fuelled by E-methanol after a lifetime of 25 years (Nagel, 2020), (DNV-GL,
2017), (UNCTAD, 2019). By 2040, all ships will be renewed (Table 1).

It is assumed that E-methanol will be the standard operating fuel for all ships operating in FS-2040. In order to create a high
temperature and high pressure environment for robust combustion, a pilot fuel is injected together with methanol (Dong et al.,

Table 1
Scenario description and share of methanol-fuelled ships.

Scenario Year Name Share of methanol-fuelled Ships
Status quo 2015 SQ-2015 0%

Low emissions 2030 FS-2030_low 51%

High emissions 2030 FS-2030_high 51%

Low emissions 2040 FS-2040_low 100%

High emissions 2040 FS-2040_high 100%
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Table 2
Scenario assumptions for FS-2030 and FS-2040 in a high and low scenario.
CO, NO, SO, PM, 5 BC POA co Ash NMVOC
FS_low LCPA LCPA LCPA LCPA 0 0 0 0 0
FS_high LCPA LCPA LCPA - 95% SQ 0 SQ SQ 0 SQ
Table 3
Production emissions (well-to-tank) for LSMGO (SQ-scenario) and methanol (FS-scenario) (Joules, 2014).
Share RE Energy expended CO, SO, NO, PM
% kJ/ kgfuel MJ/! Mquel g/ kgfuel g/kgfuel g/kgfuel g/ kgfuel
LSMGO 0.1 8,582 0.201 482.52 1.47 1.64 0.16
Methanol 99.8 22,486 2.339 —646.86 0.69 0.28 0.22
Table 4

CO, costs in EURyg50/tcozeq for environmental damage costs, 1% time preference rate, increased valuation of welfare of present
generation compared to future generations, 0% means equal distribution (UBA, 2020). Costs for CO, certificates within the
EU-ETS (EU, 2018), in low (OECD, 2021) and high after the ambitious scenario from Pietzcker et al. (2021).

Environmental damage costs Environmental damage costs EU-ETS EU-ETS

1% time preference rate 0% time preference rate low high
Low 195 680 30 80
Medium 215 700 60 130
High 250 765 120 300

2020). Low-sulphur maritime gas oil (LSMGO) was selected as the pilot fuel for the future scenarios and is also the standard operating
fuel for all ships operating in SQ-2015. The pilot fuel consumption is assumed to be approximately 5% (Nagel, 2020) of the total
fuel demand in the future scenarios. It is assumed that future ships will have the same dimensions, but the tank arrangement will be
adapted to accommodate the increased fuel demand (Nagel, 2020). In the engine room, the spaces previously used for the preparation
of LSMGO will be replaced 1:1 for the use of E-methanol.

CO,, NO,, SO, and PM, 5 emissions were calculated using a life-cycle performance analysis tool (Joules, 2014; Thiem et al.,
2013; Nagel, 2020). Literature-based emission factors for other pollutants under consideration in this study are not yet soundly
available, so a distinction was made between two emission paths (future projections), high and low. These describe the range in
which the potential emissions may lie. Table 2 summarises the assumptions made.

Ash and BC emissions were set to zero in both scenarios. It is assumed that the carbon contained in methanol is burnt cleanly
and without residues, although methanol is presumably not used without additives to aid ignition, so some hydrocarbon by-
products are likely to be formed. The low scenario sets all other emissions, which are not known, to zero. For comparison, a high
scenario was modelled, which equates all remaining emissions to the SQ-2015 scenario. The possibility of increased emissions of,
for example, carbon monoxide (CO) from methanol compared to the use of LSMGO in dual-fuel operation (Verhelst et al., 2019) is
neglected. Sogaard et al. (2021) reports that the replacement of conventional fuels with methanol can result in a reduction particulate
matter emissions by up to 95%. This information was taken into account in the modelling of the high scenario.

Particularly relevant for the analysis of methanol as an alternative fuel are not only the tank-to-propeller emissions, but in
particular the life cycle emissions during the production and distribution of the fuel (well-to-tank). Table 3 shows the production
emissions for LSMGO (SQ-2015) and E-methanol (FS-2030/40), as well as the share of renewable energies (RE) in the production
process (Joules, 2014).

2.3. Carbon pricing

A CO, price, also called a carbon price, is a price that an emitter of carbon dioxide has to pay. The use of a carbon price serves to
internalise external costs of carbon dioxide release, in particular the consequences of global warming. The carbon price is levied on
CO, emissions to induce polluters to reduce the amount of emissions into the atmosphere. So-called carbon pricing is thus a market
based strategy to reduce global warming. Carbon pricing programmes can be implemented at local, state or national level through
legislation or regulation. One such programme is the EU-ETS, in which maritime shipping is set to be integrated from 2023 (EU,
2018). The cost assumptions for CO, certificate prices in the present analysis are taken from a study by the OECD, which suggests
three carbon price levels (EU-ETS_low) (OECD, 2021). Higher CO, costs (EU-ETS_high) are taken from Pietzcker et al. (2021), which
analysed two CO, reduction scenarios, assuming in an ambitious scenario that the decarbonisation in Europe is fast tracked and that
total emissions in 2030 are 55% lower than the level in 1990.

In addition to carbon pricing, the environmental damage costs of CO, emissions were analysed. These describe the costs that arise
as a direct result of the impact (consequence) of environmental pollution. The Federal Environment Agency (Umweltbundesamt,
UBA) understands damage costs to be an indicator for the loss of benefits resulting from a deterioration of the state of the
environment. The cost rates suggested by the UBA (2020) use a damage cost approach and therefore describe the total societal
costs of CO, emissions (see Table 4).
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2.4. Carbon budget

To reach the 1.5 °C target set by the Paris Agreement, global greenhouse gas emissions must be reduced by 50% by 2030. Global
CO, emissions amount to about 36 billion tonnes per year, so the calculated budget of 400 billion tonnes of carbon (to meet the
1.5 °C target) will be used by 2030 if emissions remain at current levels (IPCC, 2021).

Calculating the carbon budget for the maritime shipping sectors is fraught with difficulties. One difficulty is the distinction
between country-specific and area-specific emissions, as ships operate in international waters, are operated by different shipowners
in different countries and sail under different flags (the state in which they are registered).

A study by the University of Manchester identifies a carbon budget for maritime shipping in 2 °C and 1.5 °C scenarios (Traut et al.,
2015). Traut et al. (2015) transfer the global CO, budget to international maritime shipping, assuming a fair sharing of mitigation
efforts, with the result that international maritime shipping reduces its emissions by the same share required for the global average
value. In their 1.5 °C reference scenario, which offers a 50% chance of limiting global warming to 1.5 °C, cumulative CO, emissions
in the period 2011-2100 amount to about 773 Gt CO, (Traut et al., 2015). It is noted that this figure is well above the range given
in the IPCC AR5-Synthesis Report (IPCC, 2021). According to Traut et al. (2015) and the IMO (2015), CO, emissions from maritime
shipping between 2007 and 2012 account for approximately 2.33% of global CO, emissions. This results in a CO, budget of 18 Gt
for the period 2011-2100 for international maritime shipping under the 1.5 °C scenario.

Within this study of the European maritime shipping sector, a generic approach was chosen, based on Traut et al. (2015).
The amount of CO, emissions from shipping within the North European SECA as a proportion of global shipping emissions was
determined and the carbon budget was adjusted proportionally.

3. Results

The results are presented in three areas: (1) emission quantities, (2) carbon mitigation through the use of methanol and (3)
carbon budget and costs.

3.1. Emission quantities

Pollutant emissions are primarily related to fuel consumption and thus the energy demand of the ship. Therefore, emissions
are highest in the areas where most ships operate. The modelling results presented in Fig. 2 are a basic plausibility check for the
bottom-up ship route and emission calculation, as the known main shipping routes (cf. EC, 2017) are clearly identifiable from the
routes created from AIS data. It is assumed that the carbon bound in the fuel is almost completely converted to CO,.

The results in Table 5 for SQ-2015 show that maritime shipping in the North Sea and the Baltic Sea within the SECA is responsible
for the emission of 34,931 Gg CO,. The NO, emissions are 818 Gg, which is only slightly lower than the EU27 + UK industrial
emissions in 2019 (EEA, 2021). SO, emissions, even after the introduction of the 0.1% sulphur directive for marine fuels in 2015,
are still close to 25 Gg.

Well-to-tank emissions

The life cycle emissions (well-to-tank) for the year 2015 are shown in Table 6 for SQ-2015. Tanker, Container, MPV and RoPax
contribute the highest share of total emissions, which is connected to the number of active vessels.

Relating the well-to-tank emissions to the emissions over the entire life-cycle, as shown in Table 7, it is noticeable that the
well-to-tank SO, emissions account for just under 40% of the total SO, emissions. NO, emissions account for 2% and PM, 5 and
CO, emissions account for 11% and 13% respectively.
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Fig. 2. CO, emissions in the North Sea and Baltic Sea in 2015.
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Table 5

Annual tank-to-propeller emissions per ship type in Gg in SQ-2015.
Type SO, NO, PM, 5 CO, Ship count
All 24.90 818.00 13.94 34931.98 16,632
Bulker 2.00 67.27 1.19 2800.67 2,946
Car Carrier 0.82 28.18 0.46 1148.53 513
Container 4.21 140.59 2.30 5904.52 1,225
Cruise 1.42 40.01 0.79 1988.33 360
Diverse 2.47 71.43 1.39 3465.69 4,278
MPV 3.82 131.38 2.20 5351.43 3,117
RoPax 3.44 104.16 1.71 4829.57 572
RoRo 1.64 55.06 0.90 2295.89 217
Tanker 5.10 179.90 3.01 7147.35 3,404

Table 6

Annual well-to-tank emissions per ship type in Gg in SQ-2015.
Type SO, NO, PM, 5 CO, Ship count
All 16.02 17.84 1.76 5,257.46 16,632
Bulker 1.28 1.43 0.14 421.52 2,946
Car Carrier 0.53 0.59 0.06 172.86 513
Container 2.71 3.01 0.30 888.66 1,225
Cruise 0.91 1.02 0.10 299.26 360
Diverse 1.59 1.77 0.17 521.61 4,278
MPV 2.45 2.73 0.27 805.42 3,117
RoPax 2.22 2.47 0.24 726.88 572
RoRo 1.05 1.17 0.12 345.55 217
Tanker 3.28 3.65 0.36 1,075.72 3,404

Table 7

Life-cycle emissions (well-to-tank and tank-to-propeller) in Gg and share of well-to-tank (wtt) emissions of total
emissions in SQ-2015 using LSMGO.

Pollutant Well-to-tank Tank-to-propeller Total Share wtt (%)
SO, 16.02 24.90 40.92 39.15
NO, 17.84 818.00 835.84 2.13
PM, 5 1.76 13.94 15.70 11.21
Cco, 5,257.46 34,931.98 40,189.44 13.08
Table 8

Energy used as calculated within SQ-2015 (100% LSMGO), FS-2030 (approx. 50% LSMGO, 50%
e-methanol) and FS-2040 (100% e-methanol) in GWh.

SQ-2015 FS-2030 FS-2040
Energy (Well to tank) 51,946 GWh 264,108 GWh 468,918 GWh
Energy (Tank to propeller) 258,322 GWh 255,477 GWh 249,516 GWh

3.2. Carbon mitigation

The results are presented as a heat map, which shows the deviations of the future scenario in 2040 (FS-2040_high), utilising
100% methanol fuelled ships, compared to the SQ-2015 scenario, using 100% LSMGO fuelled ships (tank-to-propeller) (Table 1).

Clearly visible in Fig. 3 is a nearly doubled fuel demand in the FS-2040_high scenario compared to the SQ-2015 scenario, while
energy consumption increases only marginally. This is due to the lower calorific value of methanol (19.613 kJ/kg) compared to
LSMGO (42.675 kJ/kg). Ash, BC and SO, emissions are eliminated entirely. The quantities of CO, NMVOC, and POA emissions
depends on the selected emission factors. While NMVOC and CO emission factors are based on fuel consumption and therefore
increase proportionally to fuel usage, the POA emission factor is based on energy consumption and therefore decreases in proportion
to energy expenditure. Based on the chosen assumptions, PM, 5 emissions in the high dimension are reduced by 95%.

Despite the lower carbon content (20.34%) of methanol compared to LSMGO (86.3%) (Joules, 2014), the reduction in CO,
emissions is only marginal due to the nearly doubled fuel demand in the FS-2040_high scenario compared to the SQ-2015 scenario.
Consequently, CO, emissions remain almost the same during the combustion process (tank-to-propeller) in the future scenario. For
further explanation, Table 8 summarises the energy required in the different scenarios. It can be clearly seen that the energy demand
for the well-to-tank (production) in particular increases. This is due to the required renewable energy capacities that have to be
additionally built.

In order to assess the carbon mitigation potential of E-methanol, the CO, emissions over the entire life cycle must be taken into
account. Based on the scenario assumptions introduced in Section 2.2, a CO, reduction of approximately 45% is possible by 2030 and
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Fig. 3. Percentage deviation of emissions, energy and fuel consumption in FS-2040_high compared to the SQ-2015 scenario.
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Fig. 4. CO, emissions within FS-2030 and FS-2040 as a percentage change to the SQ-2015 scenario.

90% can be achieved by 2040. MPV, RoPax and RoRo ships offer the largest reduction potentials of 57%, 50% and 49% respectively,
which relates to the age structure of the existing fleet. Fig. 4 shows the CO, emission reduction potential of E-methanol in 2030
and 2040 as a percentage of the SQ-2015 value for individual ship classes, taking into account the complete life-cycle emissions
(well-to-propeller).

3.3. Carbon budget

Global carbon emissions from international maritime shipping were 998,000 Gg in 2015 (average of values from IMO, 2020a
and IMO, 2015). Different studies were compared to determine the emission quantities from maritime shipping in the North Sea
and Baltic Sea. The total CO, emission quantities from Jalkanen et al. (2016) (35.740 Gg), Johansson et al. (2013) and Johansson
et al. (2017) (43.121 Gg and 48.030 Gg, respectively), Schwarzkopf et al. (2021) (44.886 Gg) and our study (34.932 Gg) were set
in relation to global shipping emission values. On the basis of the indicated emission quantities, the share of maritime shipping in
the North Sea and Baltic Sea together corresponds to a share of 3.5% to 4.8% of global maritime CO, emissions. 4.1% was chosen
as a central value to calculate the carbon budget, calculated from the global maritime carbon budget of 18 Gt suggested by Traut
et al. (2015). This results in a budget of 0.75 Gt (745,645.16 Gg) for international maritime shipping in the North Sea and Baltic
Sea.
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Fig. 5. CO, budget for the European maritime shipping sector (North Sea and Baltic Sea) 2011-2100,

based on Traut et al. (2015), under the assumption of
constant annual emissions as calculated in this study and MoSes (Schwarzkopf et al., 2021).

Low Medium High

254 1 1
© 204 1 1
3
w
c
o
= 154 J |
] .
< Scenario
v 2015 sq
@ 104 q 4 S
8 2030_high

mmm 2040_high
5 - - -
0_ a a
D Q D Q D N D Q D N D Q
\0$ ®§ \0\$ ®§ \0$ ‘(\\é\ \0\$ sQ\QO \0$ ®§ \0$ @fs‘\
&F & L o &F & L o &F & L o
N NI N SN N ¥ &
’1«\ N v q/\ a N a ,1’\ ’1«\ N Q) ’b\
& & @ & & $ & & &S
Pollutant Pollutant Pollutant

Fig. 6. Environmental damage and carbon certificate costs in EUR,,, per scenario.

There are different trajectories of potential CO, emissions over time corresponding to the same budget. Our study assumes
that the CO, emissions in the North and Baltic Seas in 2011 include the calculated 1.5 °C budget, which then decreases linearly
over time (budget 2011-2100 analogous to Traut et al.,, 2015). The development of the cumulative budget (Fig. 5) shows that
even under conservative assumptions with an annual emission quantity of 34.932 Gg, as calculated in this study, starting in 2012,
without developments in the ship sector, the CO, budget will already be consumed in 2033. Higher emission levels, as modelled,
for example, by Schwarzkopf et al. (2021), lead to a significantly earlier exhaustion of the budget (2028).

3.4. Carbon pricing

CO, emissions from maritime shipping caused damages of between 1.00 and 26.73 billion EUR in SQ-2015, depending on the
chosen cost rates (see Fig. 6). A distinction is made between expected economic costs, as represented through the EU-ETS, of between
1.048 and 10.480 million EUR and damage costs, which are between 6.800 and 26.700 million EUR. The high damage costs of CO,
emissions from maritime shipping arise if the welfare of future generations is valued the same as the welfare of the current generation
(compare Section 2.3). The costs are about 70% lower if the welfare of the current generation is valued higher than the welfare of
future generations.

The central value for a predicted CO, certificate price in 2040 is between 60 and 130 EUR/tcq, (cf. Table 4). The expected
economic costs thus amount to between EUR 1,800 and 4,000 million for SQ-2015. Since the reduction in CO, emissions through
the use of E-methanol is not reflected in the tank-to-propeller emissions, the costs incurred remain at a high level.
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Table 9
Expected annual fuel costs in 2015, 2030 and 2040, under the given assumptions, calculated in millions
EURy50-
Price expectation All LSMGO All Methanol
Central High Central High
2015 10,365 10,365 n/a n/a
2030 19,282 35,153 n/a n/a
2040 31,063 55,453 25,380 50,760

3.5. Fuel costs

As fuel costs account for the largest share of a ships operating costs (Nagel, 2020), a comparative analysis of LSMGO and E-
methanol costs is useful. LSMGO costs are expected to increase substantially by 2040, from 550 USD/t in 2015, to 1.023 USD/t in
2030 and 1.648 USD/t in 2040. Costs could reach up to 2.942 USD/t in 2040 (Joules, 2014). For renewably-produced E-methanol
produced from CO, in the ambient air, the costs in 2040 are estimated to be 105 EUR/MWh. For the high cost estimates (in Table 9
in 2040, the current estimate of 210 EUR/MWh is considered (Joules, 2014). It is clear that in 2040, in both price projections, E-
methanol will have economic advantages over LSMGO. It should be noted, however, that due to uncertainties in future fuel prices,
which have not yet reached final market maturity, the results should be interpreted with caution.

4. Discussion

It should be noted that E-methanol reduces not only CO, emissions, but also emissions of particulate matter (PM), sulphur
dioxide (SO,), nitrogen oxides (NO,), and other pollutants (e.g. mineral ash, carbon monoxide and non-methane volatile organic
compounds). Thus, external costs from air pollution are reduced and fewer precursors for the formation of harmful particulate matter
are emitted. The much-discussed emission of black carbon in the maritime sector, which can increase the Albedo effect by deposition
on ice caps (especially in the Arctic and Antarctic), is avoided with the use of E-methanol. However, the high cost (financial
and environmental) of renewable energies for the production of E-methanol needs to be considered in an economic analysis. A
comprehensive analysis of life-cycle emissions and the resources used for infrastructure and fuel production is needed to determine
how sustainable E-methanol would be as a maritime shipping fuel.

It should be noted that industry decisions on cost-effective future investments are heavily based on expected fuel costs, which
are estimated by Nagel (2020) to account for more than 60% of the total costs (operating and investment costs) over the lifetime
of a ship. The current state of the energy system makes it more difficult than usual to estimate future fuel costs. An analysis that
takes into account different impacts and associated changes in the price of E-methanol is recommended.

4.1. Carbon abatement

This study shows that when life cycle emissions are taken into account, switching the entire maritime shipping sector in the
North Sea and Baltic Sea (as of 2015) to E-methanol has a carbon abatement potential of up to 90% (by 2040). However, the
decisive factor here is the energy required to produce renewable methanol, which requires significant investment and the expansion
of renewable energy capacities. For the potential import of E-methanol, sustainability criteria and guarantees of origin must be
mandatory in order to ensure that the fuel is produced in a socially-just and environmentally-sound manner.

Shi (2016) argues that technological solutions alone are not sufficient to achieve emission reductions in the short term, and
that operational measures can lead to more immediate reductions. These measures, such as slow steaming, can affect international
maritime trade due to longer lead times. For a rapid and timely reduction of carbon emissions, it is therefore necessary to introduce
market-based steering and control measures. Various approaches have been proposed, such as Ship Efficiency and Carbon Credit
Trading (USA), the Greenhouse Gas Fund (Cyprus, Denmark and Marshall Islands), a Port State Levy (Jamaica), an Efficiency
Incentive Scheme (Japan), a Global Emissions Trading Scheme (Norway, Germany, UK, France) and Trade and Development
Penalties (Bahamas). In addition, it is essential to first implement operational emission reduction measures and increase the energy
efficiency of ships before the reduced energy input is covered by low-GHG fuels or alternative propulsion methods.

4.2. Carbon budget & the 1.5 °C goal

This study provides a conservative estimate of emission quantities in the North Sea and Baltic Sea as only ships < 100 GT
are considered. A study by Traut et al. (2015) (based on IMO, 2015) attributes a share of 2.33% of global carbon emissions to
international maritime shipping. Different studies assume a share of up to 3%, which would result in an increased CO, budget and
thus a later achievement of the budget. In assessing the shipping sector’s compliance with the Paris Agreement, it is apparent that
the allocated CO, budget will be exhausted early if no countermeasures are taken (cf. Section 3.3).

Bullock et al. (2020) shows that the IMO’s target of a 50% reduction in global CO, emissions from shipping by 2050 needs to be
adjusted and that it is necessary to have a 34% reduction in the emission levels of 2008 by 2030, and zero emissions by 2050. It is
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crucial that the target is revised in the IMO Strategic Review in 2023. The long lifespan of ships and shipping infrastructure limits
the speed of transition. A delay of just a few years increases the risk of the already ambitious Paris targets becoming unachievable.

Uncertainties in this study include the estimation of the CO, budget in terms of both international maritime transport demand
trends and trajectories, and operational and technical carbon intensity. The volume of trade has tripled since 1980. In 2017, maritime
shipping transported almost 90% of internationally-traded goods (DNV-GL, 2017). DNV-GL (2017) predicts overall maritime
trade to increase by 35% from 2017 to 2030, with a further increase of 12% in all segments except petroleum and petroleum
products. UNCTAD (2019) projects annual growth in maritime transport volumes of 3.5% between 2019 and 2024, with the largest
relative growth expected for the gas and containerised cargo sectors, each increasing by 135%-150%. Bulk carriers are projected
to increase by 40% in 2050, based on a combination of an increase in non-coal bulk trade and an eventual reduction in coal
shipments (UNCTAD, 2019). Considering the future emissions from container ships, it can be assumed that these will increase,
leading to an even quicker exhaustion of the CO, budget. Other challenges for maritime emissions and transport development
include the impact of climate change and mitigation measures on the maritime shipping industry. One example of this is the impact
of changes in transport costs, due to carbon mitigation policies and connected costs, on transport demand.

4.3. Carbon prices

In the maritime shipping sector, longstanding assets increase the likelihood of high levels of sequestered emissions. A carbon
price that is close to the actual level of damage is necessary to create incentives to counteract this effect. As shown in Fig. 6, carbon
prices in the high price assumption are already higher than the damage costs for the current generation, but amount to just 40%
of the damage costs when the welfare of future generations is taken into account. The well-being and welfare of future generations
must be taken into account because the consequences of climate change will primarily be borne by future generations. The carbon
price suggested by Pietzcker et al. (2021) (between 120-300 EUR(,(/tcoo) is a step in the right direction, as are the damage costs
offered by the UBA (2020) (between 250-765 EURyg,(/tco). Based on the results of our study, it is recommended that the carbon
price in an emissions trading scheme be set at a minimum of 300 EUR/tq,. However, it is clear from the UBA (2020) that in order
to capture all externalities, a price close to the actual damage costs of up to 765 EUR/tcq,(UBA, 2020) is advisable.

The cost of fuel and associated infrastructure in the future, as well as the investment costs for new ships, must also be taken into
account when determining an appropriate CO, price (for certificates). A further, more detailed economic assessment taking into
account all costs (including external costs) is necessary to set an appropriate CO, certificate price. Furthermore, for the integration
of emissions from maritime shipping into the EU-ETS, a mechanism needs to be developed and integrated that takes into account
negative life-cycle emissions (well-to-tank), as is the case for E-methanol.

4.4. Modelling limitations

The results of this study must be viewed critically with regard to the methods and models used. One factor that can lead to
uncertainty in the results is the methodology used to quantify emissions. The developed open-source model for this study offers
the possibility to create ship routes from historical AIS-data, and generates well-documented results (in the form of a temporally
and spatially highly-resolved emission inventory) and intermediate results (in the form of temporally and spatially highly-resolved
energy and fuel consumption data), which can be used for further analysis (Hilpert et al., 2022), (Hilpert, 2022). However, the ship
route calculation is influenced by the quality of the available AIS data and interpolation routines chosen.

Unlike other studies (e.g., Schwarzkopf et al., 2021), this study does not consider engine load in the calculation of fuel and energy
consumption. The speed-power curves take this into account, but the auxiliary engine only partially reacts to the engine load and
the energy consumption of the auxiliary engine is simplified for the modelling. Unlike in the STEAM model developed by Jalkanen
et al. (2014), the influence of waves and currents is not directly considered in the model in this study. However, the speed power
curves used to calculate energy consumption in this study tend to assume higher powers, so that consideration of waves and currents
is not considered relevant. The loading condition is not mentioned in any of the analysed studies and is also not considered here.
An analysis of the different results from STEAM, MoSES and this study shows how decisive the choice of emission factors is for the
determination of emission quantities. The chosen factors for this study were based on an extensive literature analysis. Nevertheless,
these uncertainties must be taken into account when interpreting the results.

It is to be noted, that the use of a single year, such as 2015, may not be sufficient to represent maritime transport volumes for
all years. Maritime traffic volumes can fluctuate depending on a number of factors, including economic conditions, global trade
patterns and changes in regulations or shipping routes. 2016, 2017 and 2018 were characterised by overcapacity, weak demand,
rising fuel costs, increasing regulatory requirements, and geopolitical tensions (EC, 2020), (Renshaw, 2016). Years following 2018
could not be used for analysis due to the drastic changes resulting from the COVID 19 pandemic. Therefore 2015 was chosen as a
representative, stable year for analysis, however deviations may occur for other years.

5. Conclusions

This study emphasises the urgent need for CO, mitigation action in the maritime shipping sector to meet the Paris Agreement’s
1.5 °C target. The study’s bottom-up approach, including life-cycle emissions modelling and scenario analysis of e-methanol
demonstrates the potential to reduce CO, emissions by up to 50% by 2030 and approximately 90% by 2040 by utilising e-methanol

instead of LSMGO. However, immediate action is required to avoid depleting the allocated carbon budget before 2030.
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Furthermore, the study supports the significant impact of the onshore energy transition on overall shipping emissions, as the
production of low-carbon propulsion technologies and fuels necessitates large amounts of renewable energy. Designing a carbon-
neutral maritime sector for the future must take into account the interplay of shipping speed, innovation, and technology costs while
avoiding carbon lock-in effects and committed emissions resulting from long-lived assets and investment decisions.

To encourage decarbonisation, a carbon price that reflects the actual harm from CO, emissions is crucial, and the inclusion
of maritime shipping in the EU-ETS is a promising step forward. However, meaningful allowance costs for CO, emissions must
be established to encourage investment in carbon-neutral fuels and propulsion systems and to achieve effective decarbonisation
promptly.
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Appendix A. Methodology emission inventory

Table 10
Summary description of the methodology used to compile the emission inventory as the basis for the subsequent scenario analysis. Full length within Dettner
and Hilpert (2022).

Ship routes + Using the obtained AIS data (activity data) for all ships identified by their IMO number, ship routes were generated

in the area under consideration; between 65°N, -5°W, 48.3°S and 30.7°E.

« These routes consist of segments created by using two consecutive AIS data points.

+ The process involved sorting the data by time stamp and calculating distance, time duration, and speed
between consecutive time stamps using the Haversine equation.

« Two speed threshold criteria were set; the speed was set to 0 knots if the calculated speed is less than 1 knot,
assuming the vessel is not manoeuvring and only the auxiliary engine is active. If the speed exceeds 29 knots
the point is removed, as this is mainly due to erroneous AIS data.

» The data points per IMO number were re-sampled and interpolation was used to form uniform 5 min time intervals.

Ship classification » The determining factors for the emission output of any ship are primarily the ship type, size, age and engine
configuration. Based on existing international ship sizes, statistical analyses of the Marine Data Base (MDB)
(Vesselfinder, 2022) and
expert interviews (Nagel, 2020), among others, nine generic ship types were classified: CarCarrier, Container, RoRo,
Bulker,
RoPax, MPV (Multi Purpose Vessel), Tanker, Cruise and Diverse.
« These are further subdivided into two to four weight categories (GT or DWT) per ship type.
« A ship is typically equipped with two engine sets: the main engine(s) that generate the necessary propulsion power
and the auxiliary engine(s) that provide electrical power to the ship’s electrical system through generators (Nagel,
2020).
Both sets of engines operate at varying loads, exhibit different engine characteristics, and consequently, produce
varying levels of fuel consumption and emissions. In general, diesel engines can be categorised as slow-, medium- or
high-speed, with the engine speed being a determining factor for emission output (DNV-GL, 2017). This is also
recognised within
the model.

(continued on next page)
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Table 10 (continued).

Energy & fuel consumption + To determine the necessary propulsion power P, (main engine), the energy consumption of each ship type is
established as a function of speed by utilising a speed performance curve (SPC), also speed power model,
specific to each weight category and ship type.

+ Based on the EEDI guidelines (IMO, 2020a), it is assumed that the auxiliary engine for all ships is a medium-speed
diesel
engine, and the power values are derived accordingly.
» The energy and fuel consumption were calculated using a proprietary life cycle performance analysis (LCPA) tool
(Thiem et al., 2013), Joules (2014). The fuel mass flow was calculated by coupling the LCPA tool and the SPC
model, using the assumed engine
power together with the mechanical or electrical efficiencies and the specific fuel consumption. All vessels are
assumed to use low sulphur marine gas oil (LSMGO) (LHV (42.675 kJ/kg) with a sulphur content of less than 0.1%
in accordance with IMO regulations in the SECA (IMO, 2017) in the SQ-2015 scenario.

Emission quantity + The speed-dependent emissions e(v) in kg are determined following e(v) = ef - E(v) or e(v) = ef - F(v) utilising selected

activity based emission factors ef and the ship’s energy (E) or fuel consumption (F), respectively.

« The tank-to-propeller pollutant emissions were determined using activity-based emission factors related to the fuel or
energy consumption associated with the navigation phase of the ship (EEA, 2019). A distinction is made between

three
navigation phases; cruising, manoeuvring and stay at berth.

» The CO, emissions were calculated using the carbon content of the fuel used (Joules, 2014).

+ Information on the emission factors used for the emission quantities of SO,, NO,, PM, 5, POA, NMVOC, Ash, BC, and
CO, refer to Dettner and Hilpert (2022).

» The used emission factors and a thorough literature review of supplementary emission factors for engine types’
sensitivity analyses are available in the Zenodo repository (Hilpert et al., 2022) and Dettner and Hilpert (2022).

« The well-to-tank emissions of CO,, NO,, SO, and PM, 5 are calculated within the LCPA tool. The well-to-tank
emissions consider various life stages of marine fuels, such as extraction, transportation, conversion, carriage, and
bunkering, for more information please refer to Thiem et al. (2013) and Joules (2014).

Appendix B. Methanol background

Renewably-produced methanol from the hydrogenation of CO, (from ambient air) with electricity from wind energy (Joules,
2014) was analysed as a potential future marine fuel. Methanol is used worldwide in the chemical industry. Its availability is high
due to its application in many industries (Klepsch, 2020). The global amount of methanol produced is about 55 million tonnes of
oil equivalents (2016), which is about one sixth of the global energy demand of maritime shipping, according to Klepsch (Klepsch,
2020). The emission reduction potential of methanol is 60% for NO,, 99% for SO, and 95% for PM. The remaining SO, and PM
emissions are due to the pilot fuel and not methanol itself (Klepsch, 2020). Crucial for the reduction of greenhouse gas (GHG)
emissions is the sustainable production of methanol with renewable energies.

The DNV-GL already presented a comprehensive analysis of methanol as a marine fuel in 2016 (DNV-GL, 2017). The assessment
showed that the methanol fuel system largely consists of known components, and technological maturity for the maritime industry
has been achieved (IMO, 2020b). However, economic competitiveness still needs to be improved. With rising heavy oil prices and
the expansion of ECAs, methanol can offer economic advantages (Corbett and Winebrake, 2018). According to Smith et al. (2019),
methanol will be widely available for maritime shipping from 2025. Hansson et al. (2019) analysed seven alternative fuels for the
Swedish shipping sector in 2030 based on a multi-criteria analysis. While shipbuilders and industry members consider economic
factors to be particularly important and thus prioritise LNG and heavy fuel oil, respondents from the Swedish government see
methanol from renewable energy sources as having the second greatest potential, behind renewably produced hydrogen, due to low
GHG emissions as well as social aspects such as safety and potential legislation. A study by Lloyd’s Register (Lloyd’s Register and
UMAS, 2019) summarises the estimated production costs of non-carbon fuels for maritime applications. E-methanol (methanol from
renewables) in 2030 is priced at about 80$/MWh in the study and can drop to below 50$/MWh by 2050, making it cheaper than
fossil fuels. The production cost of E-methanol is likely to fall from 742$/t in 2018 to 219$/t in 2050 (Lloyd’s Register and UMAS,
2019). An analysis by Svanberg et al. (2018) additionally shows that there will be no major problems with potential supply chains.

Operationally, the use of methanol is possible in 2- and 4-stroke engines (Verhelst et al., 2019). In addition, the IGF Code for
methanol will be adopted shortly (IGF, International Code of Safety for Ships using Gases or other Low-flashpoint Fuels; aims to
minimise risks to ships, crews and the environment given the fuels used) (IMO, 2020b) (IMO, 2017). Also, methanol in technical
use is liquid at ambient temperature, which is critical for on-board storage. The toxicity of methanol in water is exclusively
localised and complete dilution with water takes place, unlike heavy fuel and gas oils and their synthetic substitutes, which can
cause environmental problems in the event of an accident (Nagel, 2020). One problem is the corrosiveness of methanol and the
extended fuel capacity due to the lower calorific value compared to heavy fuel oil, which leads to a doubling of the necessary tank
space (Klepsch, 2020),(Nagel, 2020).

The use of methanol and the associated reduction in nitrogen emissions can reduce eutrophication and the formation of summer
smog. In addition, nitrogen acts as a precursor for harmful particulate matter emissions (Matthias et al., 2016). Like nitrogen,
sulphate particles formed in the atmosphere from sulphur dioxide also contribute to particulate matter pollution. Sulphur dioxide
can additionally damage plants and cause acidification of soils and waters after deposition in ecosystems (Thiem et al., 2013).
Various studies additionally discuss the effect of Ash and BC emissions with regard to the influence on human health, but especially
that of (Arctic) shipping and the associated amplification of the Albedo effect (Bond et al., 2013) (Comer et al., 2017) (Gilgen et al.,
2018) (Winnes et al., 2020).
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transition of hard-to-abate sectors to mitigate the effects of global warming. This article provides synthesised,
measurable sustainability criteria for analysing green hydrogen production proposals and strategies. Drawn from
expert interviews and an extensive literature review this article proposes that a sustainable hydrogen production
should consider six impact categories; Energy transition, Environment, Basic needs, Socio-economy, Electricity supply,
and Project planning. The categories are broken down into sixteen measurable sustainability criteria, which
are determined with related indicators. The article concludes that low economic costs can never be the only
decisive criterion for the hydrogen production; social aspects must be integrated along the entire value chain.
The compliance with the criteria may avoid social and ecological injustices in the planning of green hydrogen
projects and increases inter alia the social welfare of the affected population.

1. Introduction

Hydrogen is experiencing an unprecedented global hype. Hydrogen (H,) is globally discussed as a possible future energy carrier and regarded as
the urgently needed building block for the much needed carbon-neutral energy transition to mitigate the effects of global warming. The life-cycle
emissions of hydrogen are solely determined by the energy carrier used for production. Currently, nearly the total global supply of hydrogen is
produced from fossil fuels, especially natural gas. Hydrogen is proving to be attractive for the energy transition as it can be produced carbon neutral
from renewable energy sources as well as store electricity from volatile renewable energy sources.

Many countries in the Global South have high renewable resources and due to low electricity generation costs a high potential for electricity
from renewable energies and therefore for a cost-optimal green hydrogen production. As large (energy) projects have shown in the past, strict
sustainability and social standards are necessary to ensure a climate just future for all.

We understand sustainability as a combination of the five pillars; people, planet, prosperity, peace, and partnership, which form the basis for the
Sustainable Development Goals (SDG)' in the Agenda 2030 [1]. The pillars are of equal value and serve to eradicate global poverty. This includes
advocating for universal access to a violence-free, healthy life, equal opportunities, mindful resource utilisation for the benefit of future generations,
and global solidarity in supporting the most vulnerable. These conditions, as well as the increasing number of hydrogen partnerships and agreements
between countries of the Global North and Global South, must be considered in the production of green hydrogen, necessitating the development of
sustainability criteria.

Some countries with high potential for renewable energies, e.g. Morocco, are willing to produce high amounts of green hydrogen [2], with
a number of projects under development to produce for export only [3]. On the one hand, the production of green hydrogen must not be at the

* Corresponding author at: Department of Energy and Environmental Management, Europa-Universitit Flensburg, Auf dem Campus 1, 24943 Flensburg, Germany.
E-mail addresses: marina.blohm@uni-flensburg.de (M. Blohm), franziska.dettner@uni-flensburg.de (F. Dettner).
URLSs: https://www.uni-flensburg.de/?id =22169 (M. Blohm), https://www.uni-flensburg.de/?id = 27190 (F. Dettner).
1 Abbreviations used in this article: Concentrated Solar Power (CSP), Environmental Impact Assessment (EIA), Power Purchase Agreements (PPA), Power-to-
X (PtX), Photovoltaic (PV), Sustainable Development Goals (SDG), World Health Organisation (WHO) and kilo-, mega- and terrwatt hour (kWh, MWh, TWh),
megatonne (Mt), carbon dioxide (CO,), cubic meter (m?), decibel (dB) and A-weighted decibel (dB(A)).

https://doi.org/10.1016/j.segy.2023.100112

Received 15 December 2022; Received in revised form 22 June 2023; Accepted 2 July 2023

Available online 13 July 2023

2666-9552/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).



8. Sustainability criteria 117

M. Blohm and F. Dettner Smart Energy 11 (2023) 100112

expense of the local population or use scarce resources, but can on the other hand enable countries to expand their industrial development. Therefore,
not only the export of green hydrogen requires the implementation of sustainability criteria, but also the domestic use of green hydrogen [4,5].
Furthermore, social injustices play a major role in the expansion of renewable capacities, which is why it is crucial that the production of green
hydrogen is not built upon the same structures and inequalities as the energy transition that is taking place [6,4].

The aim of this article is to develop sustainability criteria for the production of green hydrogen and to strengthen the social science perspective
in hydrogen research. These criteria can be used by decision-makers for planning and implementing hydrogen projects as well as for analysing
national hydrogen strategies, to determine whether the planned hydrogen project meets set sustainability standards. The sustainability criteria not
only take into account techno-economic and ecological aspects, but also address the social dimension of project planning. The proposed criteria are
made measurable, which in this context does not mean that explicit thresholds are set for each criterion, but that the fulfilment or non-fulfilment of
the criteria can be assessed.

The identified findings need to be contextualised within the framework of a smart energy system transformation. In order to achieve a 100%
renewable energy system, the integration of various smart energy solutions is imperative. By adopting a smart energy system approach, it becomes
feasible to effectively tackle the challenges associated with the integration of fluctuating renewable energy sources into both present and future
100% renewable energy systems [7].

1.1. Hydrogen background

Green hydrogen can be produced using different processes [8]. This article focuses on the analysis of green hydrogen produced within an
electrolyser, which uses from renewable energy sources generated electricity to decompose water into oxygen (O) and hydrogen (H,). The process
electrolysis has a high efficiency and zero or near-zero emissions during operation.

The production of 1 TWh hydrogen requires approximately 1.4 TWh of green electricity due to an electrolysis efficiency of approximately 70%
[8]. In total, around 50 kWh electricity are needed to produce 1 kg of hydrogen [9]. The current global hydrogen demand of 90 Mt [10] is expected
to grow significantly in a net-zero emissions scenario by 2050 varies between 530 Mt [10] and 614 Mt [11]. This is driven by growth in the industrial
and transport sectors. However, the use of green hydrogen is not always the most cost-effective solution, as it requires large amounts of (renewable)
capacity, high investments and has a lower efficiency compared to direct electrification [8]. Today, hydrogen is mainly used in the refinery and
chemical sector, while the transport sector as well as the production of synthetic fuels and ammonia are emerging markets [10]. The International
Renewable Energy Agency IRENA [11] as well as the International Energy Agency [10] suggest a prioritisation of hydrogen applications across the
energy systems, stating that hydrogen is only feasible and has a high priority in so-called hard-to-abate, emission intensive sectors, especially the
chemical and refining industry, steel production, international shipping and long-haul aviation. A significant diffusion of hydrogen and hydrogen-
based fuels for new applications in heavy industry, heavy-duty transport, shipping and aviation is also possible [10]. Especially for applications such
as low- and medium-temperature heating or road transport, electrification is not only more efficient but also more cost-effective [12].

1.2. Literature review

While research on hydrogen production is currently a much-discussed topic, social aspects such as measurable sustainability criteria for the
production of green hydrogen have not yet been sufficiently researched. A comprehensive literature search using the Web of Science database,
employing the search string “sustainability criteria green hydrogen” was conducted and as of 07/2022 no related scientific article have been
published. However, three relevant publications ([13], [14], [15]) were identified, that utilised sustainability criteria for an assessment of different
hydrogen production processes. However, they did not contribute to the development of the criteria themselves; rather, they used pre-existing
criteria which were chosen for the respective studies. Additionally, sustainability in connection with hydrogen based energy systems [16], waste-to-
hydrogen [17] or the use of hydrogen for different transportation applications [18,19] was studied. Life-cycle analyses related to the generation of
electricity [20], electrolyser technologies [21], and different case studies such as a wind energy based hydrogen production in the Netherlands [22],
a waste-to-hydrogen bus system in Scotland [23], impacts associated with different colours of hydrogen production in Colombia [24] or related to
an isolated system of hydrogen production and consumption [25] were published and include different impact categories of the production or use
of hydrogen. Most of the studies include a specific case study that was analysed and discussed. None of the publication captures a total life-cycle
analysis or impact assessment along the entire value chain of a hydrogen production.

Within the grey literature, five publications were identified and chosen for further analysis, which include the proposition of sustainability
criteria for the production of green hydrogen. The studies are focused on the proposition of sustainability criteria for countries that focus on the
export of green hydrogen and give recommendations regarding the trade of green hydrogen between countries of the Global South and of the
Global North. Table 1 shows the identified sustainability criteria for the production of green hydrogen and shows, which of the proposed criteria
are detailed (green), mentioned (yellow) and which are not mentioned at all (red) in the respective publications. Sustainability criteria are mostly
mentioned in qualitative terms.

The “avoidance of negative impacts on the local population of the producing countries with regard to drinking water supply” German Advisory
Council on the Environment [8] suggest a qualitative criterion, but there is a lack of measurable and precise guidelines on how to achieve this
statement. All studies agree on more or less detailed specifications regarding the use of CO, neutral technologies and that an impact assessment has
to be carried out prior to the electrolyser construction. Guidelines for construction and power generation capacity requirements are also included.
This literature review has shown that the involvement and participation of the population is not measurable and no tangible examples can be given
as a guideline [27,8,26,28]. The authors of the above-mentioned studies emphasise the importance of consultation or participation of the local
population, without, however, mentioning an indicator. PtX Hub [29] offers information on how a socially acceptable expansion of green hydrogen
can be achieved.

A literature analysis by the Oko-Institut e.V. and adelphi [30] focuses on the occurrence of sustainability criteria in the literature, but does not
analyse the measurability of the criteria. In some of the five analysed publications in Table 1, further criteria such as governance or international
cooperation were also listed. These criteria were not considered, as this article only refers to the production of green hydrogen. PtX Hub [29]
explicitly writes that “this scoping paper does not yet define a PtX sustainability standard with measurable indicators and thresholds”, but “aims at
providing a conceptual basis for later translation of sustainability concerns into criteria for certification”. The sole naming of non-quantifiable and
purely qualitative criteria is not suitable to support the development of a sustainable green hydrogen production.
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Table 1

Measurability of proposed sustainability criteria for the production of
green hydrogen Legend: Green = detailed, measurable criterion; Yellow =
mentioned criterion, lacking measurable specification; Red = criterion is
not mentioned at all. German National Hydrogen Council [26], Heinemann
and Mendelevitch [27], German Advisory Council on the Environment [8],
Morgen et al. [28], PtX Hub [29].

[26] [271 [8] [28] [29]

Water use

Land use

Resource use

Emissions

Waste and by-products
Impact assessment

Water for basic needs

Energy for basic needs

Health

Human rights

Employment and Added value
Financial participation
Technology and Knowledge transfer
Electricity generation

CO, neutrality

Participatory processes

Use of hydrogen

il

1.3. Contribution and research question

The literature review shows the lack of measurability, completeness and quantification opportunities of sustainability criteria for the production
of green hydrogen. This study draws on the qualitative results of the literature review and proposes criteria that also provide a clear guideline for
meeting the set criteria. The developed criteria can be used for the evaluation of green hydrogen projects and hydrogen strategies. The underlying
research questions are;

(1) Which sustainability aspects have to be considered for the production of green hydrogen? and
(2) How can they be defined (made measurable)?

2. Methods

The development of measurable sustainability criteria for the production of green hydrogen is carried out with the help of a mix-method approach
consisting of a literature review and expert interviews. The following list summarises the methodological steps.

1. Literature review Identification of relevant literature.

2. Criteria development Identification of criteria interrelations and dependencies to develop criteria clusters.

3. Criteria evaluation Interviews with stakeholders in the hydrogen sector (Germany and Morocco).

4. Criteria quantification Establish measurability of criteria using inter alia Sustainable Development Goal benchmarks.

The literature review is necessary to identify existing research on sustainability criteria for the production of green hydrogen and to determine
corresponding quantitative and qualitative indicators. Sixteen relevant criteria were identified. For more clarity, the defined criteria were assigned
to super-ordinate impact categories that shape the production and use of green hydrogen as shown in Fig. 1.

The pre-developed, clustered sustainability criteria form the basis for semi-structured expert interviews, which were conducted with relevant
stakeholders of the hydrogen sector in Germany and Morocco. The focus was placed on German and Moroccan interviewees, as both countries
have agreed on a hydrogen partnership in 2020 [31] with the long-term goal of producing green hydrogen in Morocco and exporting it to inter alia
Germany. Additionally, Germany published its hydrogen strategy in 2020 aiming at importing up to 96 TWh by 2030, while the domestic production
is planned to be at 14 TWh by 2030 [32]. Morocco is an internationally much-discussed hydrogen producer that aims to become export-oriented
due to its high potential for renewable electricity generation [2]. Both regions are pursuing different goals in the implementation of their hydrogen
strategies and are currently experiencing difficulties in connection with the ecological and social dimension of the energy transition. A recently
published study by Sens et al. [33] shows that the costs for the production of green hydrogen in (North) Germany and Morocco are almost the same
due to the high potential of renewable energies. It is assumed that taking into account the findings and insights of actors from both regions makes
is useful for the present analysis, as they can be representative of other trade relations and trade agreements between countries of the Global South
and countries of the Global North.

A total of 15 interviews were conducted between February and July 2022 with stakeholders from the industrial sector, the energy industry,
politics and civil society. Participation details and results were anonymised for data protection at the request of the interviewees. Table 8 summarises
the abbreviation for each interview used as a reference in the following text, e.g. [p1] for an interview partner from the policy sector. All answers
of the interview partners were evaluated neutrally and set in relation to the results of the conducted literature review. Therefore, no subjective
individual opinions are presented in the developed sustainability criteria, the development is based on provable and comprehensible facts.

The pre-developed criteria in combination with the findings of the interviews were compiled into a first set of sustainability criteria. In order to
make all identified and developed criteria measurable, laws, regulations, global sustainability indicators as well as other legal requirements — either
already applied or under development — were considered and analysed. In addition, the 17 SDGs published by the United Nations in 2015 within
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Fig. 1. Inputs and outputs of a sustainable production of green hydrogen, based on the Table 1 and conclusions drawn from section 2, environmental dimension
depicted in green, social dimension depicted in blue.

the Agenda 2030 [1] were applied as a benchmark for criteria. The SDGs can be used for the assessment of regions where a hydrogen project is to
be built.

An analysis of input and output parameters related to environmental and social impacts and effects of the electrolysis was carried out to capture
all relevant criteria that should be included in the sustainability assessment. The strict economics of the green hydrogen production were not
considered, as an economic feasible production will be a prerequisite to produce green hydrogen and sell it at competitive prices on the global
market. Fig. 1 summarises the inputs and outputs that are relevant for a sustainable production of green hydrogen.

The environmental dimension considers the impact on the environment and resources, the social dimension considers the impact on the local
population. Input and output variables are defined for both dimension that influence hydrogen projects and production. The input variables define
the necessary criteria for the successful implementation of a hydrogen project. The output criteria describe the direct impacts that a hydrogen
project can have. The inputs and outputs — hereafter referred to as sustainability criteria — were clustered to focus on criteria that affect similar areas.
Five areas of impact — hereinafter referred to as impact categories — were identified: Environment, Basic needs, Socio-econonty, Electricity supply, Project
planning and Energy transition.

3. Results

Sustainability criteria can be applied at different stages of the value chain of green hydrogen production or be used to develop national hydrogen
strategies. Fig. 2 gives a graphical overview on the impact categories and the developed sustainability criteria.
The following subsections explain the underlying criteria and indicators for each impact category.

3.1. Environment

Three criteria relate to the impact category Environment (Table 2). The criterion Land use indicates which type of land is or is not eligible as a
possible construction site for the electrolyser and the associated electricity generation. In order to ensure the conservation of nature reserves and the
protection of endangered species, all types of naturally protected areas, such as nature reserves, national parks, water protection areas, landscape
conservation areas, forests, biodiversity-rich ecosystems, areas with rare, threatened or endangered species or ecosystems, should not be used as a
building site. The EU Directive 2018/2001, RED II, includes some land-related criteria in §29 [34]. In countries with more informal land use rights,
special attention must be paid to the respect of these use rights. No person or community should be forced to sell land for the energy production
if cultural or traditional land use is applied. Furthermore, no productive agricultural land should be used as a production site to ensure stable
agricultural production [c1]. The least interference with nature would be the use of already sealed land in e.g. classified industrial areas, where
infrastructure and possible off-takers already exist. In this way, a food-energy-nexus and also the alteration of the landscape can be avoided.

The interviewees [el, e3] argued that in the case of grid bottlenecks and to avoid renewable electricity curtailments, electrolysers should
be built in the immediate vicinity of wind farms, solar parks or substations. In areas with a high share of renewable electricity curtailments,
a decentralised hydrogen production would make sense under the previously given conditions. If the development of new production areas is
indispensable, a possible benchmark could be the use of land with a soil quality of less than 20 points, which would be an indication of low
agricultural productivity, as applied for the construction of PV parks in Mecklenburg-Vorpommern in Germany [35].

Water use (fresh water) is a necessary input for electrolysis. However, freshwater is a scarce resource in many regions worldwide. Surface and
groundwater should only be used for the electrolysis in areas, where the amount of available freshwater is sufficient for human and agricultural
purposes, causing no water stress [e1]. A moderate to high water stress level with less than 1,700 m® of water supply per year per person can
be considered a general guideline after which additional regional water demand analyses need to be carried out [36]. The SDG 6 Clean water and
sanitation provides an initial orientation for the availability and withdrawal rate of water in each country.
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Fig. 2. Sustainability criteria (outer circle) and related impact categories (inner circle).

Table 2
Sustainability criteria with associated indicators in the impact category Environment.
Criteria Indicator
Land use 1 Exclusion of protected areas.
2 Avoidance of land use with respect to informal land use rights and culturally used land.
3 No conversion or sealing of agricultural land in productive use.
4 Construction of electrolysers primarily in industrial areas.
Water use 1 Exclusion of surface and ground water usage for H, production in areas with water stress (water supply less than 1700 m?/year per person).
2 No existing desalination plants are to be used for electrolysis, but new ones that are operated with additional renewable capacities.
3 Desalination must not have any harmful effects on the environment.
Emissions 1

National noise emission limits in residential areas must not be exceeded; a maximum value of 40 dB during night time is recommended.

The water footprint of the electrolytic hydrogen is mainly influenced by the source of electricity used. To consider is that with an electrolysis
efficiency of e.g. 70%, the water footprint using wind energy is about 0.51 ty,er/MWh, compared to 4.1 tyy,../MWh when using nuclear energy
[9]. The construction of wind energy capacities requires about 0.00379 tyy,..,/MWh, whereas solar energy has a slightly higher water footprint of
0.0151 tyyurer/MWh (construction and cleaning) [37].

In areas where desalination of seawater is required to supply water to the population, additional desalination capacities for hydrogen production
must be installed. Considering reverse osmosis with a relatively low energy requirement of 0.003 MWh/ty,r» an electrolyser consuming e.g.
17 Kkgwater/Kgo Will have a 0.1% higher energy requirement relative to producing green hydrogen from freshwater when using desalination [9],
needing an additional 0.05 kWh/kgy,. The degree of sustainability can increase if saline seawater, brine water or well water could be directly used
in electrolysis, which is however not yet state of the art [il, i2, e2].

The production of hydrogen causes Noise emissions mainly through ventilation and cooling during the electrolysis with up to 90.6 dB(A) at the
production site [38]. In countries where power plants are located in close proximity to residential areas, the setting of and compliance with noise
emission limits are extremely important to avoid negative health effects related to environmental noise [39]. There are no consistent limit values
for noise emissions of electrolysers implemented yet. However, the World Health Organisation published guidelines on the exposure of noise, which

should be limited in residential areas during night times to a maximum of 40 dB [40]. This value can be taken as a benchmark in countries, where
no noise limit value is implemented.

3.2. Basic needs

The four criteria and related indicators for the impact category Basic needs are summarised in Table 3. The construction of electrolysers is
planned in many countries around the world where Energy poverty is a major issue. In some countries access to electricity in rural areas is not
100% guaranteed and people suffer from energy poverty [41]. It has to be ensured, that additional power generation capacities that are dedicated
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Table 3
Sustainability criteria with associated indicators in the impact category Basic needs.

Criteria Indicator

Energy poverty 1 Construction of additional power generation capacity in areas where the electrification rate of the local population is below 100%. Financing is to be

provided by the investing project partners

Water supply 1 Additional desalination plants in areas with water stress (see Water use) must first meet the needs of the affected population before water can be used
for hydrogen production. Financing is to be provided by the investing project partners

Health 1 Negative effects on human health are to be prevented by introducing emission limits.
2 Negative effects on food security are to be prevented by securing local agricultural production.
Human rights 1 Fundamental human and labour rights must be respected throughout the project phase; fundamental rights shall include, at a minimum, the
prohibition of all forms of forced labour, slavery, child labour, discrimination and inequality. Compliance with these rights must be monitored
regularly.

for the local population in countries where the access to electricity rate is below 100% are built, prior to the construction of electrolyseurs. For
countries like Namibia or Nigeria, which are planning to produce green hydrogen, this can create a benefit for the population, where the access
to electricity is currently under 60% [42]. A benchmark for deciding whether this criterion needs to be met can be the SDG 7 with the indicator
Population with Access to Electricity, which needs to be verified regionally. The additional renewable capacities made available to the population
should be borne or supported by the international project partners to improve the economic sustainability of the countries [26,28]. In this way, the
local population can benefit from these projects to a certain extent, even if the hydrogen is produced purely for export [pl, el, e2, e3, c1]. As the
additional financial investments are unlikely to be made voluntarily, international laws or bilateral agreements could be used as a guideline [c1].

In addition to addressing energy poverty, sustainable green hydrogen production can improve the Water supply for the local population, if there
is a lack of freshwater to meet basic needs. In the event that water scarcity requires the construction of desalination plants for the production of
hydrogen, additional desalination capacities are to be built than those needed for the population’s needs [26-29]. It can be assumed, that in this
case, additional desalination capacities may also be needed for the local population. The development and financing of these capacities must be
supported by international project partners if national governments cannot provide these investments. This criterion must also be translated into
internationally applicable laws.

The avoidance of negative health impacts should be self-evident in the development of a green hydrogen market, but is insufficiently defined in
the published literature (cf. 1.2). The criterion Health is linked to the criteria Emissions and Land use. SDG 3 Good Health and Well-being can provide
a first country-specific analysis of the relevance of air pollution, which can be used as an indicator for further analysis. In addition, land conversion
should not lead to food insecurity, which can also cause health problems.

Respect for human rights is a cornerstone of every society and must therefore be considered as a social dimension of sustainability and included
in projects.

Respect for Human rights is a fundamental pillar of every society and must therefore be considered as a social dimension of sustainability
and included in projects. The publications analysed emphasise the need to secure human rights, but only two publications give implementation
possibilities [29,28]. Human rights in the context of hydrogen projects affects the entire value chain of projects. The Universal Declaration of
Human Rights that was adopted in the year 1948 by the United Nations must be the basis for all involved stakeholders [43]. There are also various
national and international conventions or guiding principles that cover basic human rights, workers’ rights as well as all kinds of equality. In
countries, where compliance with or even violation of human and labour rights is known, special attention must be paid to the implementation
of this criterion. The country-specific analyses of the SDGs provide different aspects of human rights. It is not only important that those directly
involved in the project comply with the regulations, but also that the local population, which is directly or indirectly affected by the production of
green hydrogen, is respected. SDG 3 Universal health coverage, SDG 8 Victims of modern slavery and Fatal work-related accidents embodied in import and
SDG 16 Property rights and Corruption Perception Index can provide important input for further analysis of the state of human rights in a country.

3.3. Socio-economy

The studies analysed do not provide specific guidelines for Financial participation, except that it should be facilitated at the local level [27,26].
For example, landowners must be adequately compensated for the use of their land for hydrogen production in order to create acceptance for
hydrogen projects. The amount of compensation must be based on the actual value of the land, so that landowners do not suffer any loss of income
due to the conversion of land use [el]. The financial participation of regional companies or private individuals should be offered and the necessary
legal framework for this should be created, if this is possible and desired by the population. A leading example are citizens-owned energy projects,
which are implemented regularly in e.g. Germany or Denmark [44]. Some smaller green hydrogen projects with private individuals or regional
companies as shareholders are planned and have already been implemented in Northern Germany [el, e2, e3]. The financial entry barrier for
participation must be selected in such a way that private individuals can also afford to participate.

To support the sustainable development of a country, Employment and added value have to be considered. SDG 8 Unemployment rate in % of
total labour force can be a leading indicator to show how much effort needs to be made to create jobs locally. As mentioned above, many countries of
the Global South are planning to build a market for green hydrogen, but in some cases have high unemployment rates, unequal wages and limited
employment opportunities at the same time. Therefore, it will be extremely important that hydrogen projects create local jobs at all levels of the
value chain. After a possible foreign initial introduction phase of the technology, the majority of employees should be local [el], [26]. To increase
local value creation, local companies must be given the chance to offer their participation in the development, construction and operation and
maintenance. There are two possible participation options. On the one hand, depending on national regulations, local content requirements can be
set with a fixed share of local companies involved. On the other hand, local companies can be invited to submit a bid for their participation. The
contract is then not automatically awarded to the most cost-effective bidder, but to the so-called most sustainable variant (e.g. proximity to location,
improvement of local value creation) [el]. In order to support the creation of new local enterprises, the value of the region where the enterprises
can locate (proximity to the production side) must be increased. This value can be in the living and working conditions, such as investing in new
schools or kindergartens commercial and residential areas [c1].
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Table 4
Sustainability criteria with associated indicators in the impact category Socio-Economy.

Criteria Indicator

Financial participation 1 Landowners must be adequately compensated for the use of their land.

2 Regional actors must be given the chance to financially participate in the planned projects.

Employment and added value 1 Jobs must be created for the local population. Once the technology is introduced, the majority of employees should be local workers.
Regional companies must be involved in the economic activities of development, construction and operation & maintenance.
3 The hydrogen should be processed as close as possible to the production site or within the region, if hydrogen derivatives are needed.

Technology & knowledge transfer 1 Business models and adequate training (practical and academic) of the civil society for emerging jobs must be provided by involved
project partners.
2 Capacity building and training for new skill requirements must be integrated in the technology transfer.
3 Capacity building for decision-makers must be offered by international project partners, if needed.

Table 5
Sustainability criteria with associated indicators in the impact category Electricity supply.
Criteria Indicator
CO,-neutrality 1 Electricity must be produced by using the following renewable technologies: wind energy (onshore and offshore), solar Photovoltaic or solar

Concentrated Solar Power

Electricity generation 1 If needed, additional new renewable electricity capacities for electrolysis have to be built, compared to an already defined future expansion path

(long-term targets).

Wind turbines whose service life and thus financial support has expired and are not being repowered could be connected to electrolysis plants.

The geographical and temporal correlation between electricity generation and hydrogen production must be considered.

3 Electricity may only be used from the grid if the electricity is generated entirely from renewable energy sources or if only surplus electricity is
used at times when grid congestion would force the curtailment of electricity from renewable energy sources.

[

The criterion Technology and knowledge transfer is only important and needs to be considered in countries which lack the necessary knowl-
edge in the field of planning, construction or operation & maintenance of renewable technologies or hydrogen production facilities. It is not possible
to quantify the needed amount of capacity building in general. An analysis of the region can analyse the education and employment opportunities
based on the existing skills required for the various jobs needed in the hydrogen sector. Various job levels are required throughout the value chain
of hydrogen production, distribution, processing and use [c1]. The aim of capacity building measures should be to prepare the local work force for
employment and development of the sector. One way to fulfil the proposed criterion is that if the potential investors of the hydrogen production
plant are not able to implement an adequate training concept, a fixed share of the profit from the producer should be used for the creation of
training centres and paid to the respective community. If necessary, capacity building for decision makers should be offered to ensure that the
energy transition can be managed in the most sustainable and beneficial way (Table 4).

3.4. Electricity supply

The technology of electricity generation determines the carbon footprint of the hydrogen produced. Since green hydrogen is defined as being
produced by electrolysis with renewable electricity, this criterion determines which type of generation technology should be considered from a
sustainability perspective. The reviewed literature agreed upon the use of on-shore and off-shore wind energy, as well as solar PV and solar CSP. The
most suitable technology in case of the life-cycle carbon footprint is wind energy, as less CO, emissions are generated during the production of the
components compared to e.g. solar PV and solar CSP [8]. The use of CSP is only advisable, if additional storage capacity is required otherwise, PV
would be much more cost competitive [45]. The use of biomass and nuclear are not recommended under sustainability aspects. The carbon footprint
of the production of nuclear electricity is low, but since nuclear energy carries high accident risks, this technology cannot be considered as being
green and sustainable [26]. Biomass, either from wood or residuals, creates a carbon footprint related to land cultivation, processing and transport,
which is why it is not fully carbon neutral and therefore not feasible to use [26]. Geothermal energy could theoretically also be considered as being
suitable, but the production of green hydrogen using geothermal electricity would significantly increase the production costs compared to wind or
solar energy [46] and geothermal power plants are probably more suitable to provide base load electricity to the national grid [47].

There are additional requirements that need to be specified in relation to Electricity generation. In the context of green hydrogen production,
the concept of Additionality plays an important role (discussed in [34]). This means that the production of green hydrogen should normally be
powered by renewable capacities with a direct connection to the electrolyser, which are not part of the decarbonisation strategy of the electricity
sector of the respective country [29]. Also relevant could be the use of wind turbines that have extended their lifetime and are unlikely to be
repowered [e2, e3]. They are still fit to operate, which is why they should be further used.

The geographical and temporal correlation between electricity that is taken from the grid and the hydrogen production should be considered.
This could be done either by entering a Power Purchase Agreement with an energy generation facility that is newly constructed or by using excess
electricity from the grid. If no new renewable power plants can be built in the immediate vicinity of an electrolyser, electricity can be taken from the
national grid. In this case, two possibilities exist to classify the produced hydrogen as sustainable. Either the electricity taken from the grid must be
fully renewable (100% renewable electricity in the national grid) or exclusively excess electricity must be used, which would otherwise be curtailed
due to grid bottlenecks or a reduced electricity demand. This option could lead to a more decentralised expansion of electrolyser capacities, which
would reduce investments in grid expansion. However, if the grid will be extended, the amount of excess electricity for the production of green
hydrogen might be reduced (Table 5).

3.5. Project planning

The criterion Participatory processes contains aspects related to the social involvement of the population and is the least researched and studied
topic in relation to sustainability criteria. Almost all interview partners emphasised the need to invest in communication with the local population.
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Table 6
Sustainability criteria with associated indicators in the impact category Project planning.
Criteria Indicator
Participatory process 1 Local people must be involved in all phases of the project development at an early stage, so that changes are still possible.
2 Creation of transparent and neutral complaint mechanisms and specific contact persons for the local population.
3 Municipalities or individual land owners should not be allowed to sell land use rights to investors without the participation of the civil society.
Impact Assessment 1 An environmental impact assessment for electrolysers with a capacity of more than 10 MW needs to be conducted before the construction of the

plant, including at least impacts on humans, air, climate, land, water, biodiversity, flora, fauna, landscape and cultural heritage, if no legal
regulations are in place.

Table 7
Sustainability criteria with associated indicators in the impact category Energy transition.
Criteria Indicator
Use of hydrogen 1 Hydrogen and its derivatives should only be used in hard-to-abate sectors as a no-regret-application, for which there are no alternative decarbonisation
pathways.
2 The use of hydrogen and its derivatives must be included and considered in hydrogen trade partnerships and agreements.
By-products 1 Mandatory use and further processing of all by-products that are generated during the hydrogen production process (e.g. oxygen, heat).

In general, the local population need to be involved in the early stages of the project development and be aware of the opportunities and risks of
the project. A social impact assessment, similar to Environmental Impact Assessment should be conducted to evaluate the local capacity building
potential; this may include holding public meetings, organising workshops and establishing lines of communication to understand the communities
concerns, aspirations and expectations. Early involvement means at a stage when adjustments to the project are still possible [p7]. A mixed approach
of face-to-face meetings, media campaigns and larger information events seems to be suitable to successfully involve the population [c1]. Via a
stakeholder identification, involving stakeholders other than the project planner in the communication dialogue, e.g. regional ministries, electricity
or gas grid operators, business, landowners, environmental groups and the local residents can be beneficial to increase trust and approval of the
project [p3, p7]. Parallel, before and after construction, permanent, transparent and neutral complaint mechanisms must be established, and contact
persons must be available for the local population. During the entire process information dissemination channels must be established to keep the
local residents informed about the project’s construction and operational phase. Regular monitoring of the project’s performance and impacts while
engaging with the community to gather feedback, addressing concerns and implementing necessary adjustments to improve the project’s outcome
during the entire process is vital for its successful implementation. In addition, landowners, municipalities or private individuals should not sell
their land rights to investors without informing the civil society, if the transaction has a major impact on the region. Ideally, all informed people
should accept and agree to the construction of the hydrogen plant.

The criterion Impact assessment defines further conditions under which the permit to construct and operate a facility can be granted. To keep
the environmental impact of green hydrogen production as low as possible, a comprehensive EIA must be carried out prior to the construction of an
electrolyser. From a size of 10 MW, an EIA is required. Under the with this capacity associated maximum production of 4,500 kgy,/day, the plant
does not fall under the regulations of an accident ordinance (in Germany) [e3]. An EIA determines the potential environmental, social, and health
effects of a proposed development [48]. The assessment must include impacts on the human health, air quality, climate, land, water, biodiversity,
flora, fauna, landscape and cultural heritage, if no legal regulations are already implemented in the country. In many countries, an EIA is a required
part of the project application process that follows a standardised regulation (Table 6).

3.6. Energy transition

The Use of hydrogen can lead to a decarbonisation of carbon-intensive energy systems and thus avoid the emissions of greenhouse gases [8].
However, hydrogen and its derivatives should only be used in hard-to-abate sectors, for which there are no alternative technologies to reduce GHG
emissions. The electrolysis requires the construction of additional renewable capacities and creates efficiency losses of at least 30% (depending on
the processing), which is why a direct electrification would be the most suitable transformation pathway that lead to the lowest economic costs and
environmental impacts [8]. Liebreich [49] developed a Clean Hydrogen Ladder, which prioritises the use of hydrogen for different sectors, implying
which applications are better suitable for direct electrification or the use of biomass. A regional analysis of application possibilities and alternatives
must be carried out. The hydrogen prioritisation proposed by Liebreich [49] as well as other studies must be taken into account when determining
hydrogen consumers. Integrating the use of hydrogen into trade agreements can increase the sustainability of hydrogen production and use.

In addition to hydrogen, the electrolysis also produces oxygen and heat as so-called By-products, e.g. 8 kgg,/1 kgy,[2]. No by-products should
be wasted, even though it might be difficult for power plant operators to find customers for both products [el, e2, e3, p1] and further compression
of the oxygen [e3] is necessary. The oxygen can be used in the steel industry or for wastewater treatment, which creates synergies and additional
financial opportunities to make the overall hydrogen production more competitive [9]. Efforts should be made to optimally use the by-products in
the vicinity of the production site to reduce transport costs and losses (Table 7).

4. Discussion

Hydrogen has the potential to help solve several critical energy problems. It offers opportunities to decarbonise a number of sectors, where
emissions reductions are proving difficult. Moreover, hydrogen is versatile and can help improve air quality and energy security [50]. However,
the increasing demand needs to be met by sustainably and socially just produced hydrogen. The literature review (subsection 1.2) found that a
complete set of criteria to support a sustainability assessment of a hydrogen production is missing. Measurable sustainability criteria can enable
decision makers and project planners to establish environmentally friendly and socially just green hydrogen production. However, when defining
sustainability criteria, it should be noted that a quantitative sustainability assessment is critical, because, according to [51], a classification of
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sustainability contains an element of subjectivity and can be strongly influenced by value judgements of decision makers. For this reason, this article
focuses exclusively on the development of quantifiable criteria that are met or not met. Therefore, the question of how sustainable a project is cannot
be answered on the basis of this study.

There have been extensive discussions at the European level on how to define green hydrogen, beside the use of renewable electricity. The EU
Directive 2018/2001 on the promotion of the use of energy from renewable sources in combination with an accompanying Delegated Act specifies
rules regarding the production of green hydrogen for the transport sector [34]. These rules are likely to be applied for the use of green hydrogen in
other sectors, which is why they can act as a robust benchmark for further political discussions. However, some of the discussions, such as the time
lag between the construction of the electrolyser and the renewable capacities used for it, may not lead to a more sustainable production of green
hydrogen. Rather, what is important is the need to built new generation capacity that is additional to the intended pathway of decarbonisation of
the power sector. If such additionality is given, the time period between the two construction periods does not matter.

The establishment and global implementation of sustainability criteria for green hydrogen production are imperative to ensure fair competition
between different countries. Intercontinental trade relationships are likely to be limited to destinations that are not too far apart as transportation
costs have an important impact on end-user costs [52,33]. However, trade of green hydrogen between European and African countries is already
under discussion. Morocco, for example, announced the construction of a green hydrogen production facility, which is only dedicated for the export
to Europe [3].

The results of this study on social participation should be seen as a first attempt to identify measurable sustainability criteria. There are few best
practise examples of how to engage the civil society in a way that they not only feel informed but also derive maximum benefit from the project.
According to [53] “there is rarely any inter- and transdisciplinary sustainability research on hydrogen that reflects on societal development”. This
lack was also noted in this study, but would be crucial to achieve sustainable production of green hydrogen.

Limitations

The results of the study must be viewed critically against the background of the methods and materials used. The previous sections have shown
that the social dimension of green hydrogen production has not yet been sufficiently researched and considered. This study establishes a first set of
sustainability criteria that integrate social participation in green hydrogen plans, projects and strategies. However, it is imperative to conduct further
research, especially on the socio-economic and ecologic impacts of the green hydrogen economy. In particular, to capture the social dimension of
hydrogen use, surveys and participatory workshops can provide detailed insights. In addition, the presented criteria need to be assessed and adapted
depending on the country studied, since for example different land use rights and social habits prevail that might alter some of the given criteria.

Besides the established sustainability criteria and the sensible use of hydrogen in applications (following e.g. Liebreich [49]), there are two main
issues that need to be considered when analysing green hydrogen (applications and use). Before assessing the demand and source of green hydrogen
(locally produced or imported), measures need to be taken to reduce the demand for electricity and green hydrogen (or any other energy carrier);
efficiency and sufficiency measures. In this context, some stakeholders argue that the consideration of green hydrogen plans and partnerships by
e.g. Europe (countries of the Global North) and e.g. Africa (countries of the Global South) is a form of neo-colonialism. However, well-executed
knowledge and technology transfer can contribute to increased industrialisation of countries and support the overall decarbonisation using green
hydrogen. The aforementioned social impact assessment and participation patterns, as well as socio-economic impact criteria, may help to analyse
and consider this. In order to achieve a fully sustainable consideration of green hydrogen in the energy transition, sustainability criteria need to be
developed along the entire value chain, including the way electricity is generated.

Furthermore, it can be argued that prioritising the criteria is advisable. We believe that a ladder of criteria, indicating which criterion builds on
which, would be useful to serve as a checklist for hydrogen projects. However, we think that the issue of prioritising is more of a socio-philosophical
nature and cannot be answered within the scope of this study. Sustainability is a complex and interconnected concept, and it’s often best to pursue
a balanced approach that considers multiple aspects simultaneously. Additionally, the compliance with the indicators set for each sustainability
criterion must be monitored and measured. There is no legal framework for this until now.

5. Conclusion

The adoption of sustainable criteria for green hydrogen is crucial for promoting a responsible and sustainable approach to hydrogen production.
It instills confidence in the technology, encourages investments in renewable energy infrastructure and green hydrogen projects, while avoiding
social injustices and balancing the interests of all parties involved. As green hydrogen experiences significant political and economic momentum
worldwide, this research highlights the need to consider socio-ecological factors in its production to prevent potential market failures and ensures a
just energy transition.

The study presents 16 sustainability criteria in six impact categories, that can serve as a guideline for decision-makers and hydrogen stakeholders
in evaluating green hydrogen projects and strategies. The research findings suggest that making decisions about hydrogen production based solely
on economic costs is insufficient. The study emphasises the importance of integrating social aspects across the entire value chain.

This research has furthermore contributed to the existing knowledge on the sustainability dimensions of green hydrogen, particularly in the
context of renewable and smart energy systems. Sustainability criteria for green hydrogen production are linked to smart energy systems through
their alignment with renewable energy integration, energy efficiency, grid integration, techno-economic modelling, and policy frameworks. By
considering these criteria, smart energy systems can optimise renewable energy utilisation, enhance efficiency, integrate hydrogen production into
the grid, assess economic viability, and develop supportive policies.

Moreover, the adoption of sustainability criteria and their practical application through a project checklist can prove advantageous rather than
hinder for the production of green hydrogen in the long-run. This approach promotes increased acceptance and transparency among all stakeholders
involved, thereby fostering a more favourable environment for its implementation. The findings of this study contribute to the ongoing efforts to
advance the adoption of green hydrogen and pave the way for a more sustainable and equitable energy system.
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Appendix A

A.1. Interview data

Table 8

Interviewees, sector of employment, position of interviewees in respective institution as well as date and time of the conducted interview. All interviews were carried

out via Webex, Zoom or Microsoft Teams and conducted after a semi-structured interview scheme by Marina Blohm.

Abb. Sector Position of interview partner Interviewees Date of interview Length
no. year 2022 (minutes)

pl Private sector CEO 1 16. February 60

el Energy management Deputy head of department and engineer 2 05. & 12. April 90

pl Interview Head of department and project manager 2 28. April 920

il Industry Project manager 1 29. April 920

e2 Energy management Team lead and project manager 2 03. May 90

bl Public sector Project manager 1 06. May 60

e3 Energy management Head of department 1 12. May 65

cl Civil society Network coordinator 1 16. May 60

p2 Policy sector Member of the Parliament 1 24. May 60

p3 Policy sector Consultant 1 25. May 60

p7 Policy sector Consultant 1 01. June 30

p4 Policy sector Member of the Parliament 1 02. June 45

p5 Policy sector Former member of the Parliament 1 03. June 45

p6 Policy sector Deputy head of department 1 21. June 60

i2 Industry - n/a 22. June written feedback

p2 Private sector General Manager and Development Director 2 08. July 60

b2 Public sector Project manager 1 27. & 28. July 80
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Part III - Connecting
the Dots



Synthesis

This synthesis focuses on sustainable energy system transitions by summarising
and critically assessing the key findings from the publications presented in Part II in
light of the foundational concepts outlined in Part I. By examining the results and
limitations of the energy and emission models used in the publications, this part of the
thesis also identifies gaps in current research and addresses the research question: How
can collaborative, open-source energy system models and emission modelling be lever-
aged to optimise policy-making and investment decisions to achieve sustainable enerqgy

transitions and emission reduction goals?

9.1 What makes an Energy System sustainable?

A sustainable energy system is one that ensures long-term energy security and fosters
economic and social development while minimising environmental impact. In the con-
text of climate change, sustainable energy systems go beyond simply reducing GHG
emissions by addressing the environmental pillar of sustainability; it requires an in-
tegrated, multi-sector approach that encompasses technological innovation, economic
viability and social inclusiveness. The publications within this thesis explore how the
techno-economic pillar of sustainability can facilitate carbon neutrality across var-
ious sectors, with a specific focus on power generation (Chapter 4), sector-coupling of
mobility, energy generation and cruise ships (Chapter 5) and the entire shipping sector
on one of the most trafficked areas in the world (Chapter 7). Additionally, the publi-
cations delve into the social pillar of sustainability through the use of multi-criteria
decision analysis within co-creative participatory energy scenario development (Chap-
ter 3) and the use of social criteria in the context of environmental justice for green
hydrogen (Chapter 8). A key aspect of all publications and of a sustainable energy tran-
sition is the role of open science and open modelling approaches, which emphasise

transparency, collaboration and adaptability as part of the sustainability paradigm (all,
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but especially Chapter 6). Lastly, Chapter 7 address necessary policy frameworks
to support sustainable energy transitions, demonstrating how carbon budgets within

the maritime sector are necessary for sustainable energy system transitions.

Techno-Economic Pillar

Techno-economic factors are crucial in the development and implementation of sus-
tainable energy systems. As IRENA (2022) highlights, electrification and efficiency
are pivotal drivers in achieving the 1.5°C Paris Agreement target, particularly by fa-
cilitating the integration of renewable energy sources. Furthermore, techno-economic
optimisations form the backbone of various energy system analyses and energy system

modelling methodologies.
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Figure 9.1: Scenario results from an energy system analysis for the Jorda-
nian energy system. This figure compares the supply and demand
dynamics (shown on the left axis) alongside COy emissions (represented
on the right axis) across all scenarios discussed in Chapter 4 (Hilpert
et al. 2020a).
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The publication in Chapter 4 Analysis of cost-optimal renewable energy expansion
for the near-term Jordanian electricity system (Hilpert et al. 2020a) highlights the
cost-effective potential for reducing CO, emissions in Jordan by emphasising storage
modelling and the optimisation of investments in renewable energy expansion within
different scenarios. Jordan faces numerous challenges resulting from climate change,
water scarcity, political instability, a rapidly growing economy and socio-economic pres-
sures. Jordan’s electricity sector is particularly impacted by rising energy demand, a
heavy reliance on fossil fuel imports, a low level of foreign investment and the need for
effective management of both local fossil fuels and renewable resources. The publica-
tion in Chapter 4 used an open-source optimisation model based on oemof to identify
the cost-optimal pathways for the expansion of Jordan’s electricity system in 2030 as
well as scenarios for varying shares of RE. The findings underscore the significant po-
tential of renewable energy to drive sustainable growth in Jordan’s electricity sector at
minimum cost and without reliance on energy imports. A renewable energy share of
up to 50 % can be achieved with only a slight increase in the levelised cost of electricity
(LCOE) from $54.42 to $57.04 per MWh. The analysis reveals that a combination of
PV and PHS offers a better solution than expanding the use of domestic shale oil due
to its higher cost and CO; emissions (see Figure 9.1). Achieving a renewable energy
share above 50 % will require substantial wind energy deployment, with wind energy

providing 45 % of demand in a system with a 90 % renewable energy share.

The choice of scenarios often depends on more than just technical and economic con-
siderations. As Jordan has to deal with political instability and difficulties in importing
fossil fuel due to its geographical location, a self-sufficiency scenario (AUT) is required,
in which local resources are used, especially shale oil. However, the LCOE is the highest
within this scenario at just under 100 $/MWh for an RE share of 40-70 % and around
110 $/MWh for an RE share of 90 %. The BASE scenario (considering the existing na-
tional energy generation capacity in 2023 as the basis for capacity expansion) and the
GRE scenario (greenfield planning approach, considering an unconstrained electricity
mix optimisation) are more cost-effective. Results of the GRE scenario highlight that
a combination of combined cycle gas turbines (CCGTs) and RE is more cost-effective
than shale oil. The LCOE of the BASE and GRE scenarios do not differ significantly.
However, in both scenarios, an RE share of 90 % results in an LCOE which is almost
twice as high as that for the cost-optimal case (in which the RE share is around 30 %).
This might be due to higher storage requirements resulting in additional investment

costs and high excess electricity with curtailment.

Barbados faces a similar problem to Jordan, although it has an even greater de-
pendence on imported fossil fuels. There are, however, opportunities in Barbados for

climate change mitigation and economic diversification, which makes it ideal for energy
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system analysis. The publication in Chapter 5 Open source modelling of scenarios for
a 100 % renewable energy system in Barbados incorporating shore-to-ship power and
electric vehicles (Harewood et al. 2022) used an open-source energy system model ap-
plying oemof to explore different scenarios within cost-optimal and 100 % renewable
energy configurations using a greenfield planning approach. The model includes the
electrification of private passenger vehicles and shore-to-ship power for cruise ships to
assess their impact on Barbados’ energy system. Several scenarios were analysed using
wind, solar, biomass (bagasse), waste and low and medium speed diesel generators
powered with heavy fuel oil on the supply side. The demand remains consistent across
all scenarios, except for the Status-Quo (SQ) scenario, which excludes the 58 MW ad-
ditional capacity required for electric vehicles (EVs) and cruise ships. In contrast, the
High-Demand (HD) scenario assumes a higher baseline demand, which increases by
1.2 % annually. The demand pattern is consistent in all scenarios, assuming controlled

charging for EVs, except within the electric vehicle uncontrolled charging (EVUC) sce-

nario.
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Figure 9.2: Scenario results from an energy system analysis for the Bar-
badian energy system. This figure compares the supply and demand
dynamics (shown on the left axis) alongside the renewable energy share
(represented on the right axis) across all scenarios discussed in Chapter
5 (Harewood et al. 2022).
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Results show that by 2030 most scenarios achieve over 80 % renewable energy in
cost-optimal cases despite the predicted increasing demand (see Figure 9.2). The sys-
tem is mainly supplied with wind energy, with capacities ranging from 168 MW to 371
MW, depending on the scenario. With a maximum of 80 MW, PV-utility capacity is
required across all scenarios, except for the SQ and SQ-100 configurations. Despite
higher upfront costs, bagasse consistently appears in all cost-optimal scenarios due to
its lower cost compared to heavy fuel oil (HFO), which, while offering lower invest-
ment costs, incurs significantly higher operational costs. This supports the argument
for higher initial investment, which contributes to the long-term sustainability of the
Barbadian energy system. Energy storage requirements, particularly pumped PHS,
critically depend on scenario restrictions. In scenarios where bagasse use is limited,
higher PHS capacities are necessary. This is also the case in all 100 % RE scenarios.
Waste-to-energy technology appears exclusively in the 100 % RE scenarios due to its
high investment costs. The LCOE ranges from 0.17 to 0.36 BBD/kWh, with only
moderate increases observed in 100 % renewable systems. If PV costs decrease in the
future, a fully renewable system could become more cost-effective than current options.
PHS emerges as a no-regret solution, reinforcing the technical and economic feasibility
of a 100 % RE system for Barbados.

The case studies of Jordan and Barbados focus on the combination of the techno-
logical and economic feasibility of sustainable energy systems, and highlight how both
elements must work in tandem to create energy systems that are not only environmen-
tally friendly but also technologically feasible and scalable (cost-optimal and 100 %
RE). Renewable energy technologies, in combination with energy storage and sector
coupling, are essential for reducing GHG emissions, improving system efficiency and
promoting economic diversification in countries heavily reliant on energy imports. How-
ever, these efforts need to be supported by a robust economic framework that ensures
affordability, financial sustainability and market competitiveness, without transferring
costs to the consumer. The pillar of economic sustainability is particularly crucial in
this context, as it aligns with the principle of inter-generational justice, ensuring that
current energy solutions do not compromise the ability of future generations to meet

their own needs while maintaining economic viability and environmental responsibility.

Building on advancements in energy system modelling and techno-economic solu-
tions for carbon emission mitigation, attention must be directed toward strategies in
specific sectors such as shipping, which is pivotal in achieving broader climate goals.
The Northern European shipping sector, for instance, holds significant potential for
carbon mitigation. The publication in Chapter 7 Modelling CO, Emissions and Mit-
igation Potential of Northern European Shipping (Dettner and Hilpert 2023b) used
advanced open maritime emissions modelling to quantify CO5 and air pollutant emis-
sions in the North Sea and Baltic Sea. This study provides a comprehensive analysis

of the entire CO, pathway in Northern European shipping as well as an analysis of
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other air pollutants, such as Black Carbon, Ash, NO, and particulate matter. The
emission quantities were calculated by analysing ship movement data, calculating the
energy consumption for each ship type, and assessing the air pollutant and COgy mit-
igation potential within a scenario analysis. Focusing on the highly trafficked North
and Baltic Seas, the study places CO5 emissions (34,932 tons in 2015) within the con-
text of a European CO, emission budget aimed at meeting the 1.5°C climate target.
The publicly available dataset (Hilpert 2022b) used in the scenario analysis allows for
customisation of the analysis, even by non-experts as it is available in a csv format.
The dataset was applied to evaluate the carbon reduction potential of E-methanol,
considering full life-cycle emissions. Renewably produced methanol, derived from CO,
hydrogenation using wind energy (Joules 2014), shows promise as a marine fuel due to
its mature technology (IMO 2020b), lower emissions (up to 99% for SO, and 95% for
PM) (Klepsch 2020), and environmental benefits. Though currently less economically
competitive, costs are expected to decrease significantly by 2050, making it a viable
alternative to fossil fuels (Register 2019). Methanol is compatible with existing engine
technology (Verhelst et al. 2019), safe for storage, and environmentally less harmful in
case of spills. Challenges include its corrosiveness, lower energy density that requires
larger storage, and the need for sustainable production (Klepsch 2020) as well as the

potentially extensive DAC costs as introduced within Section 2.4.1.

Life-cycle emission analysis is key in the estimation of an emission mitigation po-
tential, as indicated in Figure 9.3. The publication in Chapter 7 compared future
maritime scenarios in 2040 (FS-2040_ high) with all ships fuelled with E-methanol to a
2015 scenario (SQ-2015) with ships powered by low-sulphur marine gas oil (LSMGO).
The lower calorific value of methanol leads to a fuel demand that is almost twice as high
in FS-2040_high. Despite methanol’s lower carbon content compared to LSMGO, CO,
emissions remain similar due to the increased fuel consumption in FS-2040_high (tank-
to-propeller). Energy demand in the future scenarios, especially for production (well-
to-tank), increases significantly due to the need for renewable energy infrastructure.
The full life-cycle assessment indicates that E-methanol could reduce CO5 emissions
by approximately 45 % by 2030 and up to 90 % by 2040 (see Figure 9.4). The greatest
reduction potential is found in MPV (Multi-Purpose Vessel), RoPax (roll-on/roll-off
passenger) and RoRo (Roll-on/roll-off) ships, with reductions of 57 %, 50 %, and 49 %

respectively, mainly due to the age of the existing fleet.
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Figure 9.3: Heatmap for E-methanol application for the shipping sector on
the North and Baltic Seas. This figure shows the percentage devia-
tion in emissions, energy, and fuel consumption between the future sce-
nario (FS-2040_high) and the status quo (SQ-2015) scenario for tank-
to-propeller operation, as discussed in Chapter 7 (Dettner and Hilpert
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Figure 9.4: CO, mitigation potential for the application of E-methanol for
the shipping sector on the North and Baltic Seas. This figure
presents the percentage change in COs emissions for the FS-2030 and
FS-2040 scenarios relative to the SQ-2015 baseline, considering well-to-
wake emissions, from Chapter 7 (Dettner and Hilpert 2023b).
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The long lifespan of ships and shipping infrastructure slows the transition to low-
carbon alternatives. Chapter 7 highlights the crucial role of the onshore energy tran-
sition in reducing shipping emissions, as low-carbon propulsion technologies and fuels
require substantial renewable energy. In the SQ-2015 scenario, the energy required
(well-to-tank) is approximately 52,000 GWh, whereas in the FS-2040 scenario for a
fleet completely powered by E-methanol, it has increased almost nine-fold to 469,000
GWh. Achieving a carbon-neutral maritime sector will require careful consideration
of the techno-economic pillar of sustainability, inter alia shipping speed, technological
innovation, and costs, while avoiding carbon lock-in and committed emissions from

long-lasting assets and investment decisions.

Social Pillar

The incorporation of the social pillar of sustainability in energy system analysis en-
sures equitable benefits from energy transitions, by addressing issues such as access,
affordability, job creation, and public acceptance. Neglecting these aspects risks social
inequality and hinders the success of sustainable energy initiatives as inter alia a lack of
acceptance can prevent transition processes (Seidl et al. 2019; Spandagos et al. 2022).
While many techno-economic and environmental criteria in energy system analysis can
be measured with established metrics such as LCOE (EUR/kWh), investment costs
(EUR), installed capacity (MW) and water consumption (m?), social sustainability
frequently lacks quantifiable indicators. According to Afshari et al. (2022), this is a
key reason why it is often omitted from energy system analysis. Within this thesis,
Chapter 3 and Chapter 8 specifically focus on the social pillar of sustainability within
energy system transition processes. In addition, open science approaches are vital for
ensuring social sustainability and are used in all publications. The aspects of open

science is analysed further in the section Open Science & Modelling.

The publication in Chapter 3 Water—Energy Nexus: Addressing Stakeholder Pref-
erences in Jordan (Komendantova et al. 2020) addresses the challenges of the closely
interconnected sectors of water and energy through a co-creative approach to address
differing viewpoints. Using a computer-supported co-creative method, the study evalu-
ated stakeholder opinions of socio-ecological and techno-economic criteria and analysed
future scenarios for the water and energy sector in Jordan. The study demonstrates
that a participatory, multi-criteria framework can foster mutual understanding and
support joint policy development, aiding national and international negotiations to
resolve complex issues in both sectors. The applied multi-criteria decision analysis
(MCDA) approach allows techno-economic and socio-ecological concerns to be valued
and ranked within complex energy system settings. According to Khan (2021), MCDA
is the most commonly used and approved method for evaluating sustainability within

energy systems. Discussing conflicting opinions within the MCDA method can en-
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hance acceptance of the selected future energy scenario by fostering a more balanced
and conflict-resilient outcome. Komendantova et al. (2020) addressed the social dimen-
sion of sustainability by analysing participatory governance through the use of MCDA.
The results show that economic and security factors dominated all ranking rounds,
with average annual system costs per kWh ranked as the highest (most important)
criteria. Resource availability and energy/water security followed, while environmental
impacts were ranked the lowest (least important) by all participating groups'. The
local environmental impacts, however, were ranked higher than global impacts. The
most preferred energy scenario was SO_IGS (Smart Operation - Interconnected Gulf
System), while the least preferred was SO_NI (Smart Operation - No Imports), de-
spite its focus on domestic renewable energy. Overall, the interconnected Gulf system
(IGS) was preferred across all groups, highlighting a priority for economic and security

considerations over environmental ones.

The publication in Chapter 8 Green hydrogen production: Integrating environmen-
tal and social criteria to ensure sustainability (Blohm and Dettner 2023) also deals
with the social pillar of sustainability of energy systems, particularly in regards to the
energy supply chain. Hydrogen is gaining significant global attention as a potential
energy carrier crucial for achieving carbon-neutral transitions in hard-to-abate sectors.
The publication in Chapter 8 determined measurable sustainability criteria for the
analysis of green hydrogen production proposals, based on expert interviews and a
literature review. Six key impact categories were identified: energy transition, envi-
ronment, basic needs, socio-economy, electricity supply and project planning, with 16
associated sustainability criteria. With regard to the social pillar of sustainability, the
category basic needs addresses the following sustainability criteria: energy poverty, wa-
ter supply, health and human rights. The category socio-economy connects the social
pillar of sustainability with the economic pillar and addresses the three economic crite-
ria of financial participation, employment and added value, as well as technology and
knowledge transfer. Another perspective on social sustainability is addressed within
the project planning category, which deals with participatory processes along the en-
tire value chain of energy projects and planning proposals. The study highlights that
economic costs should not be the only focus of energy system analysis; it advocates for
the integration of social aspects throughout the value chain of energy system projects.
This approach can be transferred to any energy system project, such as power plant
and grid deployments, to promote social welfare and avoid social and environmental

injustice.

!Stakeholders interacted at a workshop in Amman, Jordan, in October 2019, involving key parties
from the Jordanian water and energy sectors, including the Water Authority of Jordan, National Elec-
tric Power Company, Energy & Minerals Regulatory Commission, Aqaba Water Company, Ministry
of Energy and Mineral Resources, Ministry of Water and Irrigation, and Yarmouk Water Company.
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Environmental Pillar

The techno-economic and socio-economic analysis of energy systems within the pub-
lications in Part II all address the fundamental environmental pillar of sustainability,
namely climate change mitigation. This includes the focus on achieving a high share or
even 100 % renewable energy for electricity generation (Chapter 4), for coupled sectors
(Chapter 5) and specific sectors (Chapter 7).

2009 2015

7 boundaries assessed, : 7 boundaries assessed, : 9 boundaries assessed,
3crossed : 4 crossed : 6 crossed

Figure 9.5: The evolution of the planetary boundaries framework. This figure
illustrates the status of the seven planetary boundaries in 2009, 2015, and
2023, showing how more and more boundaries have been surpassed over
time (Rockstrom et al. 2009; Steffen et al. 2015).

The environmental pillar of sustainability is intrinsically linked to the planetary
boundaries framework, which defines the safe operating limits within which human-
ity can thrive without causing irreversible environmental damage (Rockstrom et al.
2009). The framework defines nine critical Earth system processes that have bound-
aries, which, if crossed, could lead to environmental instability and irreversible dam-
age. Staying within these boundaries ensures that natural resources and ecosystems
can regenerate, which is key to environmental sustainability. Climate change and its
mitigation is one of the nine boundaries, as depicted in Figure 9.5. To fully address
humanity’s environmental impact, all nine critical environmental boundaries that de-
fine the Earth’s stability and resilience must be analysed. As of 2023, the Earth was
beyond six of the nine planetary boundaries (Richardson et al. 2023).

The publication within Chapter 3 of this thesis, establishes sustainability criteria
addressing environmental concerns, particularly focusing on local and global impacts.
The criterion of environmental impact, in particular, was found to target climate change
and CO4 emissions. Resources such as land, air, water and soil, which are affected by
the extraction, generation, transmission and distribution of energy and water services,

were analysed on both local and global scales. Similar criteria were further explored in
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the publication in Chapter 8, where land use, water use, and emissions were identified
as critical factors for assessing energy projects. Both publications directly relate to
the planetary boundaries of land system change, freshwater change, and biogeochemi-
cal cycles, while indirectly addressing atmospheric aerosol loading, ocean acidification,

and biosphere integrity.

The publication in Chapter 7 quantified and analysed COs and air pollutant emis-
sions, which are known to negatively impact the (maritime) environment. Using E-
methanol instead of low-sulphur marine fuel oil (LSMFO) in the Northern European
shipping sector eliminates emissions of ash, black carbon and SO entirely, and reduces
NO, emissions by 75%. However, emissions of CO, NMVOC and primary organic
aerosols (POA) vary depending on the emission factors applied in the calculations,
with NMVOC and CO emissions increasing proportionally with fuel consumption, while
POA decreases relative to energy use. Emission of PMy 5, which are a leading health

and environmental concern are reduced by 95 % with the use of E-methanol.

The publication in Chapter 4 focused on storage modelling and the optimisation of
investments for renewable energy expansion, and emphasises the cost-effective potential
for CO4 emission reduction in Jordan. The findings demonstrate that achieving high
energy import independence through a mix of PV, wind, batteries and natural gas
imports is both economically and environmentally superior to reliance on domestic
shale oil, which poses significant environmental and ecological challenges (Brittingham
et al. 2014). The chosen approach therefore effectively integrates the pillars of economic

and environmental sustainability.

Open Science & Modelling

Open science is the key to meeting all seventeen of the UN’s SDGs (Camkin et al.
2022). Open science will make science more effective, robust and responsive to societal

demands and challenges (Burgelman et al. 2019).

The publication in Chapter 4 used a bottom-up optimisation approach applying
oemof-tabular (Hilpert et al. 2020b) to assess renewable energy expansion in Jordan
under economic and environmental criteria. The publication in Chapter 5 applied a
similar bottom-up optimisation approach using the model generator oemof-solph (Krien
et al. 2020) and the oemof-tabular interface. In the context of Jordan’s and Barbados’
political and economic volatility, open modelling approaches offer greater adaptability
and reusability than proprietary model-based approaches, which can quickly become
outdated. Furthermore, most closed-source models work with data packages, which are
uncommon for many modellers and challenging for non-experts. For these reasons, an

adaptable spreadsheet interface was developed and used for the publication in Chapter
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3 and 4. Open models, which can be easily adapted are crucial for countries that would

otherwise rely on external expertise and closed or poorly documented models.

The publication in Chapter 6 Emission Inventory for Maritime Shipping Emissions
in the North and Baltic Sea (Dettner and Hilpert 2023a) provides another example of
open science and open modelling. A high-resolution emission inventory for the North
Sea and Baltic Sea was developed using current emission factors and ship activity data.
The bottom-up approach provides detailed emission data for pollutants such as COs,
NOy, SOs, PM, 5, alongside speed-dependent fuel and energy consumption. Data in-
cludes emissions from both main and auxiliary engines, with a five-minute temporal
resolution. The open-access dataset can be used to evaluate the health impacts of mar-
itime emissions, the social costs of shipping, the effects of alternative fuel scenarios, and
shore-to-ship power solutions. Similar to oemof tabular, the emissions inventory devel-
oped in the publication in Chapter 6 is also provided in a spreadsheet format, enabling
non-modelling experts to perform independent analyses, such as applying updated
emission factors. Additionally, all intermediate outputs, including energy production,
emission grid data or code to generate shipping routes, have been made publicly ac-
cessible. A life-cycle performance analysis offers comprehensive results on life cycle
emissions for nine leading pollutants, covering both well-to-tank and tank-to-propeller
emissions and energy consumption, thereby facilitating a thorough comparison of var-

ious fuel types.

Additionally, all publications presented in this thesis were published open source to
promote transparency and reproducibility, except for the one in Chapter 5, which was
deliberately published in a closed-source journal. Care must be taken when publishing
a paper to ensure that the selected journal is read in the region studied in the paper. In
the case of Barbados, the journal Energy for Sustainable Development is a recognised
journal in the region and thus offered the opportunity to disseminate the research

results appropriately.

Climate Change Policy

As highlighted in Part I, a sustainable energy transition needs all three pillars of sus-
tainability working under the principles of open science. Additionally, achieving this
transition at scale requires a carefully designed policy framework covering policies,
schemes, regulations and legislation that foster innovation, encourage investment and

align market incentives with sustainable objectives.

As introduced in Sections 2.3.4 and 2.4.3, the EU-ETS plays a pivotal role in the
regulation of GHG emissions and in guiding economies towards decarbonisation. The

publication in Chapter 7 calculated a carbon budget within the EU-ETS framework for
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shipping, using the method of Traut et al. (2015). A carbon budget of 0.75 Gg was cal-
culated for the Northern European shipping sector for 2011-2050, aligned with the Paris
Agreement’s 1.5°C target. Furthermore, the publication in Chapter 7 demonstrated
that without mitigation measures this budget will be depleted by 2030. The analysis
suggests that effective implementation within the EU-ETS requires a market-based
approach to drive carbon-neutral innovations, with distinct policies for the shipping
sector. Unlike stationary sources, shipping receives no free allowances and depends
heavily on land-based infrastructure. If refuelling facilities for low-carbon fuels are
unavailable, emissions reductions cannot be achieved. By 2023, the EU ETS had con-
tributed to a reduction of approximately 47 % in emissions from European power and
industrial plants compared to 2005 levels (EC 2023).

Given the very recent nature of the IMO’s GHG pricing mechanism proposal (Draft
revised MARPOL Annex VI 2025), no thorough analysis has yet been conducted.
However, for completeness and exploration, it can be acknowledged that the imple-
mentation of the new IMO legislation within the existing EU ETS framework may
present several challenges. The alignment of the IMO’s global emissions targets with
the EU’s more ambitious climate goals could be problematic, as the IMO’s regulations
might not fully meet the EU’s stringent standards. Additionally, the integration of
the IMO’s pricing mechanism with the EU ETS could lead to market volatility or
regulatory complexities, especially considering the sector’s operational characteristics.
The adoption process remains uncertain, with ratification by a two-thirds majority of
Marpol Annex VI parties required in October 2025, which could introduce delays or
necessitate adjustments. Furthermore, the review clauses in both the IMO and EU
regulations suggest that further modifications may be needed, potentially complicating

the timeline for achieving meaningful emissions reductions in the maritime sector.
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9.2 Key Findings of the Dissertation

Altogether, the publications in Part II demonstrate that integrating technological ad-
vancements, transparent data, collaborative analysis and policymaking can foster the
development of effective, equitable and sustainable energy system transitions. Given
the significant costs and the pivotal role of energy systems in the global economy, ac-
curate modelling is crucial to prevent stranded investments, mitigate carbon lock-in
effects and ensure a reliable energy supply, all while promoting intergenerational jus-
tice. This section summarises the key findings from the publications included in Part II

of this thesis, highlighting their collective contributions and overarching implications.

 Renewable Energy and Decarbonisation Potential The thesis demonstrates
that renewable energy, particularly wind and solar in combination with storage
options, can feasibly replace fossil fuels in electricity generation. If PV costs
decrease in the future, a fully renewable energy system could become more cost-
effective than current options. The emergence of PHS as a reliable solution
reinforces the feasibility of a 100 % renewable energy system (for Barbados). In
the context of maritime emissions, substituting conventional fuels with renewable
alternatives such as E-methanol could reduce emissions by up to 90 % by 2040.
However, the scalability of these solutions depends on substantial investments in

infrastructure and renewable capacity.

« Diversifying energy generation offers both environmental and economic
benefits Shifting towards a diverse range of energy sources could bring environ-
mental and economic advantages, particularly in contrast to continued reliance
on fossil fuels. Renewable energy not only supports climate change mitigation
but also enhances energy independence and fosters economic diversification. By
reducing reliance on energy imports, renewables can shield countries from depen-
dency on politically unstable regions. Additionally, transitioning to renewable
and carbon-neutral fuels helps reduce air pollutants, thereby decreasing the ex-

ternal health costs associated with pollution.

e Economic and Policy Implications The publications in Part II underscore
the importance of establishing appropriate carbon pricing mechanisms and reg-
ulatory frameworks. For instance, the integration of maritime emissions into the
EU Emissions Trading System (EU ETS) incentivises the adoption of low-carbon
fuels by internalising the external costs of COs emissions. An ambitious carbon
price in the EU ETS is needed to reflect the true damage costs and create strong

economic incentives for emission reduction.
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Economic and security considerations often dominate decision-making
In many cases, decision-making across stakeholder groups is primarily influenced
by economic and security factors, often overshadowing environmental consider-
ations. This may be particularly the case in politically unstable regions, where
domestically available fossil fuels, like oil shale in Jordan, are preferred due to
their perceived supply security. This reliance on fossil resources can lead to signif-
icant economic, environmental and social costs. The tension between prioritising
cost-efficiency, supply reliability and environmental sustainability underscores the
complexity of balancing priorities in energy transition planning. To address this,
policymakers must integrate environmental and social sustainability into eco-
nomic and security frameworks and engage transparently with stakeholders to

align interests and foster consensus.

Importance of Scenario Modelling Scenario modelling highlights the advan-
tages of transparent, open-source approaches, as these allow real-time adjust-
ments based on emerging data and stakeholder input. Co-creative scenario mod-
elling can foster greater public engagement and ensure that modelled outcomes
align more closely with community and industry needs. A co-creative approach
supports the goal of a just and inclusive energy transition, as it provides multiple

stakeholders a platform to shape scenarios and understand the trade-offs involved.

Greenfield planning can avoid carbon lock-in effects By adopting green-
field planning approaches in modelling, it may be possible to avoid carbon lock-in
effects through the creation of energy systems that prioritise renewable integra-
tion, efficiency, and minimal carbon intensity. Advanced energy system modelling
supports this process by simulating scenarios to identify the most sustainable and

resilient configurations for new developments.

Open Science and Data Transparency The thesis advocates for open data
practices to increase scientific rigor, transparency, and public trust. Open-source
models such as oemof provide a flexible foundation for continuous improvement
and democratise access to essential tools for energy planning, particularly in
regions with limited resources. Making both the models and data publicly ac-
cessible supports equitable participation in the development of climate solutions
and ensures comprehensibility of results. Open source tools provide significant
flexibility for future analyses, especially in dynamic political and economic con-

texts where input data and assumptions are subject to rapid change.
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« Technological solutions and mitigation measures alone may not be suf-
ficient to meet the 1.5°C target Demonstrated by the shipping sector, this
thesis illustrates that, despite technological advancements, additional efforts may
be necessary to fully meet the objectives of the Paris Agreement. Prompt ac-
tion is crucial to ensure that these measures make a meaningful contribution to

achieving climate goals.

o The three pillars of sustainability Truly sustainable energy systems require
the integration of all three pillars of sustainability; environmental, economic and
social. While techno-economic factors are central to most energy system mod-
elling approaches, social criteria, if not integrated directly into the optimisation
process, can still be considered in post-analysis to assess their impact. Inter-
disciplinary research approaches are also necessary to address the complex and
interconnected issues of energy transitions, ensuring that all aspects of sustain-

ability are thoroughly explored and integrated into the solutions.

Coming back to the Research Question

How can co-creative approaches, technological innovations and policy frameworks
be integrated to develop cost-effective, sustainable and widely accepted solutions for
a 100 % renewable energy system, while ensuring sectoral compliance with global

climate targets?

Part I outlined the need for a sustainable energy transition in the context of climate
change. Achieving a 100 % renewable energy system that is both cost-effective and
socially acceptable - a sustainable energy system - requires a comprehensive, multi-
faceted approach. Co-creative scenario modelling has proven to increase stakeholder
engagement and acceptance by incorporating diverse perspectives into decision-making
processes, as demonstrated within Chapter 3. The cost-optimal mix of energy sources,
as seen in Chapters 4 and 5, relies on a tailored balance of technologies such as solar and
wind, or wind and bagasse (as biomass), including PHS and battery storage to meet
future (increased) electricity demands. Open-source emission inventories, as applied
in the shipping sector (see Chapter 6), provide critical data transparency to ensure
compliance with climate targets such as the Paris Agreement’s 1.5°C goal (see Chapter
7). Furthermore, the sustainable production of future energy carriers, such as green
hydrogen must also account for environmental, social and economic factors along the
entire value chain, highlighting the need for integrated policy frameworks that prioritise

long-term sustainability while promoting innovation, as discussed in Chapter 8.



EMISSION & ENERGY
SYSTEM ANALYSIS

Figure 9.6: Solving the energy puzzle — Aligning sustainability, method and
insight for a just energy transition. This conceptual figure illustrates
the core structure of the dissertation, framing the energy system as a mul-
tidimensional challenge. The three axes represent: (1) the three pillars
essential for a comprehensive sustainability assessment, (2) the neces-
sary applied methodological approaches and (3) the key transformative
insights derived from the research, highlight the feasibility of 100 % re-
newable energy systems, the recognition of multiple benefits (inter alia
the reduction of carbon as well as air pollutant emissions) and the im-
portance of sector specific opportunities.
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9.3 Limitations & Further Research

The results of the publications in Part IT must be considered against the background of
the research methods used for them. Due to the diversity of research foci in this thesis,
the following section summarises overarching limitations for the publications in Part
I1. For a detailed explanation of the specific limitations of the individual publications,

please refer to the respective chapters in Part II.

Generally, efficiency and sufficiency measures were not adequately considered in
the publications in Part II. It is crucial to prioritise efficiency measures, particularly
demand-side management, as the foundational step before any transition or implemen-
tation of new systems. Additionally, sufficiency - adjusting the level of consumption
to meet actual needs rather than exceeding them - should be integrated. By address-
ing both efficiency and sufficiency, energy consumption is minimised from the outset,
fostering a more sustainable and cost-effective shift to alternative technologies or solu-
tions. Without first addressing these two aspects, the potential benefits of subsequent
transitions may be undermined, leading to higher resource consumption and greater
environmental impact in the long term. Furthermore, all models in the publications
in Part II, especially those with a techno-economic focus, lack the consideration of
external costs of energy. These are vital for analysing the true costs of energy sys-
tems. Finally, all of the publications in Part II indicate that there are still challenges

in resource-limited, long-term operational planning of a 100 % renewable system.

Energy System Modelling

Energy systems are complex, involving numerous actors and interactions that lead to
emergent properties, adaptation, and learning processes. Emerging topics in energy
research, such as transport, energy behaviour and energy justice, highlight this com-
plexity (Bale et al. 2015). Models, which are simplified representations of real-world
systems, are essential for testing mental models and developing intuition for complex
systems (Sterman 2002). However, models have inherent limitations, as they are always
idealised and imperfect. The aphorism "All models are wrong, but some are useful” at-
tributed to Box (1976) emphasises that while models can never fully represent reality,
they can still offer valuable insights. Within this context, the energy system mod-
els used in Chapters 4 and 5 apply a perfect foresight approach, optimising over the
year, which particularly matters within the context of the specific Barbadian weather
pattern, where a drop in wind is combined with restricted biomass in the autumn.
The result of this is that more accurate planning may be required. Additionally, due
to a lack of supporting studies, wind and solar capacities were capped within real-
live conditions within Chapter 5. The publication in Chapter 4, analysing Jordan,

used the perfect foresight approach and omits the existing power producers’ contracts,
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which can limit RE expansion. It should be noted, however, that although increased
model complexity may often improve accuracy, it may not always lead to better re-

sults, and a balance with computational resources is necessary (Priesmann et al. 2019).

For the case study in Barbados (see Chapter 5), further analysis of the potential of
utility-scale photovoltaic is needed, as it is the most cost-effective option; however, the
current cap is set at 80 MW. While the costs of grid expansion and backup capacities
must be considered, integration costs are highly context-dependent, with literature
suggesting these costs can range from 35 to 50 % (Hirth et al. 2015). Additionally, the
cost of renewable energy is expected to decline significantly, potentially allowing for a
renewable energy share of over 90 % in systems with LCOEs below 0.20 BBD/kWh.
Flexibility will remain essential, especially as demand increases, with resources such
as biomass, bagasse and waste identified as being key for balancing energy supply. In
general, further research is needed to determine the viable share of flexible generation
and to address operational challenges in high-renewable energy systems. Similarly,
in Chapter 4, the accuracy of modelling results could be improved by having more
accurate RE profiles. Within both applications of oemof, Jordan and Barbados, not
all costs are fully captured, as grid constraints and spinning reserve requirements are
omitted. In the case of the Jordan study (see Chapter 4), transmission lines with
neighbouring countries were not analysed. The use of them would reduce system costs
significantly, due to reduced excess and reduced storage requirements (Aghahosseini et
al. 2020). The storage requirements can actually counteract these effects; curtailment
and storage dispatch can be higher to keep the system within the country balanced in

terms of distribution and transmission grid levels.

Maritime Energy Transition

According to Chen and Yang (2024), the AIS-based bottom-up approach, as used in
Chapters 6 and 7 is widely used for estimating ship emissions but carries uncertainties
due to the complexity of factors involved. Three key areas of uncertainty are: the
acquisition and processing of AIS data, the accuracy of ship characteristic information,
and engine load calculations. Unlike other models, engine load is not directly consid-
ered in Chapters 6’ fuel and energy calculations. While speed-power curves are applied
to the main engine, the auxiliary engines are simplified, and the results could be re-
fined with adjustments. Additionally, influences such as waves, currents and loading
conditions are not directly considered, potentially affecting energy consumption esti-
mates, even if the effects are probably negligible. Emission factors also pose another
significant limitation and source of uncertainty in determining emissions. The emission
factors in Chapter 6 were chosen based on an extensive literature review, but they in-

troduce some level of uncertainty, especially when considering new or less mature fuels.
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Climate change may introduce new variables into shipping emission models, as
shifting ocean currents and rising sea levels could alter shipping routes and port in-
frastructure. Looking ahead, the global maritime fleet is expected to expand, with
seaborne trade predicted to rise by 35% by 2030 and 12 % by 2040 (DNV-GL 2017).
Container and gas cargoes are expected to grow most rapidly, while bulk carrier emis-
sions are likely to increase as coal shipments decline but non-coal bulk trade rises
(UNCTAD 2019). Future emissions may grow disproportionately as container ship ca-
pacity expands, underscoring the importance of adapting emission models to account

for evolving fleet compositions and their environmental impacts.

Infrastructure plays a pivotal role in facilitating the transition to the use of alter-
native fuels (not only) in the shipping sector. A key component of this transition is
the linking of shipping research with the bunkering, storage and production of alter-
native fuels such as E-methanol, which is essential for future feasibility analyses. In
addition to infrastructure, demand-side management is crucial for emission mitigation
within the shipping sector. Senol and Seyhan (2024) identified a significant correlation
between emissions and pilot demographics and experience, suggesting that targeted
improvements in operational practices could reduce emissions. Furthermore, many
maritime engineers argue that enhancing ship design could improve operational effi-
ciency, contributing to even greater emission reductions. Together, these approaches
highlight the multifaceted strategies required to reduce emissions and facilitate a more

sustainable shipping industry.

In maritime shipping, long-lived assets increase the potential for significant se-
questered emissions. To address this, a carbon price reflecting true environmental
damage is necessary to encourage mitigation. While current carbon prices under the
high price assumption (UBA 2020) exceed damage costs for the present generation,
they cover only 40 % of the costs for future generations. Since climate change impacts
will mainly affect future generations, their well-being must be factored into pricing.
The carbon price proposed by Pietzcker et al. (2021) of 120-300 EURsgg20/tco2 and
the damage costs outlined by UBA (2020) of 250-765 EURgg20/tcoz are steps in the
right direction. Based on the publication in Chapter 7, a minimum carbon price of
300 EUR /tcoz is recommended, though a price closer to 765 EUR /tcos is advisable to

fully reflect externalities.

Social Sustainability and Transition Challenges

The integration of social sustainability into techno-economic analyses remains largely
absent in the literature. While renewable energy systems contribute to social sustain-
ability in some aspects, further research is required to substantiate this hypothesis.

The publications contained in Part II of this thesis, particularly in Chapters 3 and 8,
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address and highlight the gap in the quantification of social factors. Current literature
lacks comprehensive, measurable criteria to properly address the social dimensions of
renewable energy transitions. This limitation hinders a full understanding of the social
implications involved. There is growing consensus that technological advancements
alone will not achieve the targets set by the Paris Agreement, and that profound soci-
etal transformation is needed (IPCC 2018). In this context, sufficiency plays a crucial
role in reducing energy demand and emissions, yet it is often overlooked in European
national energy and climate plans. Achieving the necessary conditions for sustainable
energy transitions goes beyond the capabilities of software; it involves broader, complex

social processes within the scientific community.
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9.4 Concluding Reflections

Energy transitions are dynamic processes driven by innovation, unfolding over
time and influenced by historical developments.

— Caragliu and Graziano (2022, p.1)

This thesis commenced with a historical examination of climate change research
and climate science. The problem of climate change and global warming has been
recognised by humanity for more than 120 years. Numerous technological solutions
have been explored through models, case studies and prototypes aimed at mitigating
climate change. Emission limits for GHG and air pollutants have been implemented

and new policies continue to be developed.

There is growing recognition of the extensive challenges posed by a warming planet.
The consequences of climate change are undeniable and increasingly tangible. The en-
vironmental and ecological impacts have been clearly quantified. The publications
presented in Part II of this thesis, alongside the referenced literature, demonstrate
that solutions to mitigate climate change are not only feasible but within reach. The
modelling results in all chapters reveal the significant economic, environmental and
social justice potential of a sustainable energy system. However, despite these promis-
ing findings, CO, emissions continue to rise (even though per capita emissions have
stagnated), and the short-term reduction targets set by countries for the 2020-2030

period are insufficient to meet the 1.5°C Paris Agreement target.

A dynamic of energy transition processes, not strictly connected to this thesis, but
highly relevant with regard to current events, is the age of post-normal science and the
role of the media. Funtowicz and Ravetz (1993) states that "science is shaped around
its leading problems" (p. 754). With regard to energy system analysis and policy ad-
vice, climate change is clearly one of these leading problems making the study of future
energy systems part of post-normal science. This can be understood as issue-driven
science where "facts are uncertain, values in dispute, stakes high and decisions urgent"
(p. 744). Linked to this is the changing or increasing role of the media in shaping pub-
lic perception and the discourse on climate protection, which is becoming increasingly
important in the global fight against climate change. As the primary means of commu-
nication with the public, media outlets have significant power to influence narratives,
to frame the urgency of climate action and to shape policy debates. Understanding the
media’s impact on climate protection is vital, as it can either mobilise public support
for environmental initiatives or contribute to misinformation and apathy. As Fraune
and Knodt (2018) highlighted, the rise of right-wing populist parties, the emergence
of post-truth politics and local resistance present major challenges to policies and pol-

itics aimed at sustainable energy transitions. Populism, particularly from right-wing



factions, signals growing political polarisation regarding climate and energy policies,
while local resistance underscores the inherently political nature of sustainable energy
transformations. Further research is needed to investigate the causes, characteristics
and effects of the rise of extreme positions. In the context of recent political devel-
opments, Donald Trump’s election as the 47" President of the United States and his
drastic alteration of the Environmental Protection Agency signifies a direct challenge
to climate protection efforts. Similarly, following the collapse of the German "Ampel"
government, the former financial minister’s call to shut down the UBA (German Envi-
ronment Agency) reflects a broader trend of resistance to institutional climate action.
These events exemplify the political tensions that can shape and even hinder progress

in sustainable energy transitions.

This raises critical questions that are central to the ongoing debate about the exis-
tential threat of climate change: Why are we so reluctant to implement the necessary
changes? Why are we failing to transition from current unsustainable systems to ones
that could benefit everyone? How do media narratives and the prevailing Zeitgeist
influence our actions? Is it merely a question of money? And what role does science

play in a world increasingly driven by populism and fleeting trends?
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